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Packet Radio is a digital communications concept which offers the
user the capability to pass voice and other data in a radio
network which may link high power computers with small mobile
radios containing microprocessors., The technique of routing
digital traffic from gsource to destination depends on the
opaerational requirements of the network. MNost rvouting concepts
today centralize network contzol (in varying degrees) for normal
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operations. A\ This thesis describes a concept for complately
decentralizbd Tcontrol of a packet radio network. The basic
protocol is relatively simple and robust, but suffers from the
usual build-up of overhead traffic with network size. Another
related routing protozol is proposed which, undex certain
operational situations, reduces routing traffic and memory
requirements compared to the basic algorithm. A concept for
use of alternate 1inks in the event of a brokem link is also
suggested.
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ABSTRACT

Packet Radio is a digital communications concept which
offers the user the capability to pass voice and other data
traffic in a radio network which may 1link high power
cCompu ters vith small aobile radios . containing
microprocassors. The technique of routing digital traific
from source to dJdestination depends on the operational
requirenents of the network. Most routing councaepts today
centralize network coantrol :(in varying degrees) for normal
operations. This thesis describes a concept for coampletaly
decentralized coatrol of a packet radio network. The basic
protocol is relatively siaple aand <robust, but suffers froa

the usual build-up of overhead traffic with uaotwork size.

Another raelated routing protocol is proposed which, uader

certain operational situations, reduces routing traiiic aand
memory requirements coapared to the basic algoritha. A
concept for use cf alternate links in the event of a brokean

link is also suggested.
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I. INTRODUCTION

A. THE PACKET RADIO CONCEPT

Packet BRadio technology extends the application of
packet switching intc +the mobile radio eavironaent. It
offers a convenient and efficient way to comaunicate among a
large nuaber of aobile users. This is particularly
iaportant in a tactical environaent wvhere xapid deployment
and avbility are raequired.

Users in a packeﬁ radic netvork essentially share comasoxn
radio channels, Use of these channels is (to wvarying
degress) controlled by asicroprocessors in the usert's gadio
in a asananer which is transparent to the user. Packet Radio
is a digital cossunications concept which in prisciple can
accomtodate voice as well as digital dara traffic provided

that adequate <traffic capacity is available. The wuse in

packet radio of spread spectrius cossunicatioas is

particularly attractive to military applications becausa of
potentlial capabllities for a low probability of intercept
(LPI) and excellent antijaaming (AJ) characteristics. |
Althouoh the militacy is presaing_devolop-ent in packet
radio technology, it is also, ian a sense, part of thaA'

natural evolution of the coaputer age. Alaost all computer




I o

AT IR WS S A T

networks are bound to the cables which connect the
computers. fet as coaputers get smaller and potentially
nore mobile, the need for wireless 1links becoame more
important.

Two packet radio npetwork testheds are curreatly ia
operation. The Bay Area PRNET (packet radio netvoerk) in san
Prancisco has been operational since 1976, and is the
primary site for developsent and evaluation of network
protocols and application concepts. The Aray Data

Distribution System (ADDS) testbed PRNET at Fe. Bragg, North

Carolina, became operational in 1979 with the objectives of

providing potential users of packet radio technology with
9xposure to the technology early in its developaent, giviag
tinely feedback to developors aad offering the gsers aa

opportuaity to experisentally deteraine the izpact on

tactical doctrine of amobile access to coaputer-based coaaand

and control.

B. RDU?I&G

The goal of a properly operatiang packet radio zetvork is
t0 route packets '(g:oups of bitsj <thru a series of radios
from the sender to the raceiver in an efficient manae:r.

Znroute, the sacket is automatically processed aad passad on

10
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by @2 series of radios in a manner transpareant to those
users. Through nmultiplexing or other concepts, a sadio may
provide input/output service to its user and also forward
other traffic sisutaaneously. Because of the liaited power
of mobile radios, a transmitter may often not have a direct
liak with the ultimate receiver., 1In a wilitary application,
low powver transmissious may also enbance supvivability.
Therefore the routing fros every potential message source to
every potential destinaticn requires the application of a
network~vide intelligence ¢o determine the most efficient
links aloag which to forward the sessage. There are two
main, different approaches %o routing algorithes for solviag

this probles.

Both the Bay adrea PRYET and the Pt. Bragg PRIET use
netvork coaponents called stations to zanage the routlng ia

different porticns of the aetwark. In the Pe. Bragg

“network, each station is a (DEC) 2DP 11240, The purpose of

the station is to aonitor the selative activity level in
each radio under its jurisdiction, aiad to aid in the routing
of traffic that passes thru, origisaces or terminates in its

portion of the netvwork.

11
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There may be many stations 3in a network, each
controlling a certain number of user radios. Together they
provide the network-wide intelligence which maintains and
implements the dynamic routing scenerio. Network control is
centralized in the stations. This scheme is both practical
aad efficient, However in a ailitary sense, stations-are a
vulnerability since only a few of thea control the operation
of all the radios in the network.

Use of a backbone network offers similar advantages
and shortcomings. A backbone is a network superimposed over
a2 common user network which improves the efficiency of the
network by providing high voluame, high speed and/or long
distance trunks. Traffic froa the coamon user is placed on
and taren off of the backbone in accordance with a routing
process such as the station concept aentioned above. Cuce
again, the vulnerability of the network is directly related
to the vulnerability of the backbone.

2. gcogplotely Decentralized Bouting

A completely decentralized network does not have
stations or a backbomne. Conceivably, every user has a
packet radio containing a aicroprocessor which is 1o

different than any other communications/processing component

12
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(other packet radios) ipn the aetwork. Depending on the
topographical situation, there may also be unattended packet

radios in the network. These radios do not have users which

use the radio as a terminal iato and out of <the network.

They are usually placed in positions in the network <o
Provide addifional comaunication paths or links increasing
the aumber  of Touting alternatives. Hovever . thaese
unattended tvadios <function essentially the sane as a
terminal wuser's radio insofar as gsessage processing is
concerned, In cther words, in a decentralized network,
avery radio is the same and there is no centralized or
seni-centralized component controlling how the network
operates, It is the codlection of packet redios theasclives
which must coabine their processing capabilities to create
the netvork-wide intelligence needed to build, wmaintain and
iaplenent an efficient routing scheme for user traffic. The
advantage is a reduction in the wuvlnerabilities inhereat in
any systea which tends to cuhtralize its coatrol
capabilities, The disadvantages are increassd complexity,
increased overhead traffic (which roepreseats competition
vith user traffic for a finite channel canacity), and

possibly a reduction in speed.

13
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The objective of this study is to present and
investigate the performance of a siaple algorithm which
could be programmed into each packet tadio in a coapletely
decentralized network. Assuaing that each radio in the
netvork has a very limited range compared to the diameter of
the network, <the algaiithn allows each radio to 1elay
information about other radios (called nodes from now on)

throughout the aetwork. The algorithm uses this

information, aé it vorks its vay through the network, to

create vrelatively ‘effiqient‘_ccumunicatiqn paths (links)
betveen every pair of caéios fnodasj’ in the netvork. The
end result automatically gives users ﬁhxenghout the natuo:;
the appearance ¢f direct aceess toAavery other pnode in tie
network, albeit with soma delay. The dynamic rtouting of
traffic as it is created and enters the network enables many
channels of coeasunications to exist siautaneously across the

natwork.

14
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II. NETWORK NODELING

Although this study is based on what is coansidered a

practical concept for a military radio network, the theory
can be considered very general in nature. Therefore, the
network is modeled as a combination of nodes and lianks
between nodes. Purthernaore, the nodes and links are
affected dynamically by events such as routine traffic, the
gain or loss of a link, and network wmaintenaace trafiic.
This chapter defines the wodeling coaponants and functioas,
relates them to physical coaponeats or requirements, aad

makes some assuaptions.

A. NODES

In the model, nodes represant receiver-traasaitters.
Nodes also contain pProcessors. It is convenient to picture
many fanctions in each hode performed by parallel processotrs
so that all unrelated processing can be performed

simutaneocusly. Conversely, ounly those operations which asust

be performed in a sequence with a significant exaecution tine
are subject to conflicts and queuing delays.
all nodes in the network have axactly the samae

capabilities. However, depending om its processing

15
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instructions, each node amay process a gJgiven aessage
differsntly. Pcr exaample, one node nayvbe a terazinal for a
specific user. Therefore, this 1node may accept routine
traffic for a certain list of addresses, deteraine which
traffic is addressed to its assigned user, deliver that
traffic, and retransmit the remainder to the appropriate
addresses. Another node may be solely a transamitter which
only relays routine tzaffic and does not serve as a tecainal
for a user.

When one node can pass traffic directly to another -node,
the other node is considered a neighbor to the first aode.
Theésa nodes are connected by a liuk. A4lthough every node in
our network can contact @very other node, each nodd has oaly

a limited list of naighbors which may vary with tiszs.

Be LINKS

A link exists whenever two nodes are in dirset contact
vith each other. A link is congidered broken whea one or
both nodes lose the capability to trassait to, or recsive
from, +“he other node. Therefore, a link iaplies two-way
coupunications between specific node pairs. oOf ¢ourse the
actual aethod of comsunicatlons in a radlo network is

through antenza  transmissions. These aay be edither

16
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directional or omni-directional antemnas. And of course,
these transmissicns could potentially be received by amany
nodes other than a particular partner in a node pair.
Conceptually, this can be accomaocdated by assuaing that all
traffic/packets contain the address of the intended
receiving node for a given link. Then any node vwhich
receives traffic not addressed to it siaply ignores the
message,

Another more  sophisticated comcept has a  link
representing s unigque center frequency which one node uses
to transait to another. In creating the link, the two nodes
deternine which frequency bands are msutually available, and
then 9ach selects an available traasaission frequency to
comaunicate with tha other node. Yow, when either ancde
vishes to trapnsait to the other, it uses its selectad
freguency band. Conceptually, oaly one node within range of
& given transaitter will accept traffic din a particular
frequency band. In this a=sanser more than one link to a
single node may be operating simutaneously. Other aore
faamiliar techniques such as Code Division Hultiplexing could

also be uged to establish a link,

17
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C. CHANNEL VALUE

Assuming that a network consisting of many links has
been established, oae needs an efficient way to use this
network. Clearly, an unacceptable techunique would be to
retransmit every nessige on every link to ensure that the
addressee receives the message. Although it may ensure that
a single message gets to its destinatiomn, it represents work
for every node in the network. Assuming that different
aessages could be initiated by many nodes in the network,
and that much of ¢this traffic could be present in the
netvork at the sanme tiae. The inefficiencies of
broadcasting quickly lead to saturating nodes or links in
the netwvork, since nodes indiscrininantly relay everything
they hear, Smart nodes should be able to do much better.

What is needed is a 'uay -of selecting one link over
another link. Once that decision is wmade, traffic for a
given destination uses only the best path, or optisun
serias of links, £xom the source of a amessage to its
destination., Obe way to guantify the connection betweea two

nodes is to assign a velght or cost value to each link or

¢":‘mel in the metwork. Then, Sumsing the costs for a given

path betvaeen ¢two nodes, one can assign a value to every

18




possible path, and thereby (theoretically) pick the lodwest

cost path between a source and destination.

There may be many ways to assign channel values. One
practical techmique would be to count the backlog of traffic
(or packets) waiting to use a particular liank. This queue
or delay represents a portion of the total time it takes for
a message to reach its destination. Normally it is desired
that <traffic aove through the network as quickly as
possible, This is particularly iaportant if the network is
to accommodate real-tine speach. Therefore, a channel value
vhich reflects net transalssion time is useful. This is the

technique used ia this study.

D. MNETWORK DYNANICS
Wodes and links represent the static network structusa.
But a practical getwork aust accoaaodate changes which may

be represeunted as the creation or destruction of anodes or

links. Purthermore, <there uamust be a concept for passing
network uaintengnee information and,riost importantly, user
tragfic.
1. Boytine o 9ser Tyaffic
4 netvork exists to pass routine traffic. Tratffic

could be either inter-active voice {characterized by

19
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real-time conversations), or data (characterized by one-way
transmissions assembled or stored at the receiving end for
later review).

In a digital network, both voice and data traffic
are travsaitted in the form of digital packets. For voice
traffic, the most importaat thing is that packets arrive at
a relatively unifora rate. Voice packets are created by
saapling the voice sigrnal. The nuaber of voice bhits
required per unit time is a <function of the encoding
technigue and the desired quality of the received signal.
Any additional bits are unnecessary and therefore waste
channel capacity. Pewer bits, ia the form of delayed or
lost voice packats, wmay degrade the reception. ¥ote that
once a voice packet is delayed one inter-packet period,it is
10 longer useful.

Por data traffic, it Jis not necaessary to have a
smooth flow of traffic., Bursty traffic is quite acceptasle.
The important thin§ is that after the message is divided
into packets for transmission from the sourzce node, all
these packets are recovered and reasseabled properly at tae

dastigation node to recreate the original message.

20
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The ability for data packets to move satisfactorily
in a bursty maanner allows them to coaplement the <rigid
schedule of voice packets. A concept for the integration of
voice and data traffic is discussed in more detail in
Chapter III.

2. DBrokep Ligks

As defined earlier, a link iaplies the capability
for two-way comamunications betveen two nodes. A broken link
is recognized 4in a node when it is discovered that this
tvo-wvay capability no longer oxists. Depending on the
situation, as explained ia Chapter IXI, the two nodes on
sach side of a link wmay realize a link is broken at
different times.

In modeling a network, a brokea link may be used to
represent various aveats. If a node is lost, it could be
roflected as a breokean link between the lost node and each of
its veighbors. If the transmission path bgtwaen,saighbors
is interrzupted, this can be represented as a loss of a
single link beétween the two nodes. 1f links are brokem in a
particular pattarn, it zay indicate that a particular aode

is wowing awvay from its neighbors.

21




3. New Links

As opposed to a broken link, a new link is created
vhen the nodas on each ead establish communication with each
other. This will typically require soame interaction between
the two nodes.

New links wvould be created when an inactive node
becomes active, when a moving node moves into range of other
nodes, or vhen other conditions change to onable two-way
comaunications between two nodes vhere conditions previously
prevented this liank.

It is apparent that a network can be dynaaically
modeled by allowing links to be broken or created to
represent physical activities such as changing signal paths,
nodes eatering and leaving the network (being turned on or
off), node moveaments aand other situations.

If §ha podes in a netvork are to be as organized aand
resourceful as described above, then they must be proqgraamed
to communicate with each other, passing information related

+0 their activity and capabilities. Iu a network with fully

‘distributed control, the objective is to achieve efficient

netvork-vwide communication under the coastraint that each

22
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node can only traasmit and receive directly with a limiced
nusber of neighbors. There is no central contrcl facility
*0 route and monitor traffic betweern non-adjacent nodes.
Bvery user in the network aust be able to reach
every other user in the network in a manner wiich is
transparent to all users, even in a dynamic enviroament
vhere links are created or broken randoamly. Therefore, over
and ahove user traffic, nodes must pass network mainteaance
traffic. This traffic should be transparent to the uyser.
TYhis means that the nodes measure or sense their operationai
status and are prograamed to automatically Leport
information to their neighbors. Heighbors process the
information and aay then automatically relay the proceséed
information to selacted neighbors until every node requiriag
the information eventually vreceives it. 4 program o
algoritha that genérates and processas aatwork maiatenance
traffic is coamonly called a protocol. At a winizgm, to
msodel a practical network, network maintenance trafiic aust
accoamodate nev links, broxen links, arpd changes in chaanel
values vhich amay rapresent sore eofficient ways of routiag
routine traffic through the unetwork. fhe concept of
protocols for distributad netvorks is discussad in auch

qreater detail ia Chapter III.

23
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A distributed protocol ima a packet radio network is ,
! defined as algorithms which are executed independently in
each node +to process both uetwork maintemance and routine
traffic. The effect should be the overall efficient use of
netvork resources, apprcaching the efficiency of a centrally
controlled network.

A particular protocol wmay be based on 3any design
considerations., 0f course the designer aust consider the
capabilities of available or proposed eguipment and the
characteristics of the operating msedium. But wvithin these
constraints, the designer may be free to trade off such

things as siaplicity and robustness for speed and

sophistication. And of course thesa qualities ate not
sutually exclusive. Therefore, the examples of distributed
protocols is the literatute vary froa rather liaited, siaple
ones such as Yoa's algocitha [Ref. 1), to wmoie
sophisti§ated and coaplicated _algorithns ‘such  as
Segall's [Ref. 2).

It way be belpful to break dowa network operations
‘porforzed by each node into three groups or levels of

protocol. In this wvay activities can be isolated,
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controlled and analyzed in a wmodular fashiorn while assumiag
the remainder of the node's functions are unaffected and
operating as expected. This study assumes three levels of
protocol. The first is node to node protocol, the second is
network managezent protocol and the third is user serzvice
protocol. Concepts and examples of node to node protocol
and user service protocol are discussed in some detail in
this chapter. Wetwork management protocol is mentioned only
briefly in this chapter. Horiever, a detailed concept and
axaople is developed and apalyzed in the remainder of this

study.

4. YODE TO HODE PROTOCOL

There are several activities requized in an active

netvwork which basically iavolve only two nodes. Perhaps tae

wost fundamental isteraction is recoguiziug each other.

This mutual recoguition is considered a link.  Links exist

to pass  traftic, . which leads to another iaportant

iater«godal fuanction, that of the receiviag node inforsing

the sending node that it bas received its message.

L

Patahlial

A nodw 0 node protocol should  provide for

- establishing coaaunications betveen two nodes.  This could
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" be accoaplished by each node asynchronously transmitting a

beacon message on a designated <£frequency. The beacon

~message would contain the identity of its originmator. Any

other node receiving the beacon message with an adequate S/N
ratio checks its list of neighbors. If the node addressed
in the beacon message is not found on the receiving nodet's
neighbor 1list, the receiving noede would initiate an
acknowladgement message addressed to the node which sent the
beacon message. If the original node aow receives the
acknowladgenment, it adds the node which sent the
acknowledgement message to its neighbor 1list and sends that
node a notice message that two way communications exist.
Pinally, the node which initially responded to the beacon
message adds the originator of the beacon messageto its
neighbor iist and a aevw link is born.

As mentioned in Chapter II, the implementation of a
link may vary by design. If, for example, the two way link
actually consists of two €frequency bands vhich eanable
simultaneous traasmission betneen tvo nodes oan a siagle
link, theu the interchange of information in establishing

the 1link would include the dJdetermination of wautually

available frequency bands. If, on the other bhand, the




netvork used Carrier Sense Multiple Access (CSMA), which was
the <technique actually used in the DARPA packet radio
testbed which operated in the San Francisco Bay
area {Ref., 3], then different information must be passed to
establish a link.

Once established, the status of a link must be
aonitored. The beacon aessage could also be used for this
function. A node should expect <to receive beacon messages
from every node on its aneighbor list. Therefore, when it
receives the beacon amessage there is no need to creply.
However, 4t may note the time it received the last beacon
message from each of its neigbkbors. Failing to receive a
beacon nessage from a néighhor ovar an established period of
time would proapt a node to conclude that it bhad lost tvo
vay coamunications. This may have an lampact on many other
nodes in the network and would therefore initiate a reaction
by the Network managegent protocol as discussed in paragraph
2 below. When a node discovers it has lost a liank, the
corresponding node on the othor end o¢f the link must bhe
repoved froa its list of neigbbors.

There i3 another acre issediate way for a unode to

discover that it has lost a liak. This would occur vhen a
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node attempted <to send a packet to a neighboring node but
does pnot receive an appropriate acknowledgement for a
syccessful tramnsmission. If this is the case, the sending
node could try to retransait at least one more time, but
aventually it aay conclude that the link has been brokenm.
once again this wmay initiate activity by a higher level
protocol. This also demonstrates hov one node zay discover
that a link has been broken before it is discovered by its
corresponding neighbor. In any packet radio concept, the
establishment and aonitoring of links is a fundamental
activity that can be delegated to a low level protocol.
2, inowledgensent

Another node to node function is the acknowledgeament
by the receiving node to the sending node that a packet lhas
been successfully transaitted across a liak. Uader any
practical operating coacept for a packet radio aetwork,
there are sigunificaant opportunities for a mode to improparly
receive a packet. A faew of these situations iaclude
nultipath  interference, istentional or uninteational
janwing, fading or iaproper synchrounization. A conservative
design consideration would preclude a transaitting node froa
purging a transaitted packet from its amemory until it has

seceived acknovledgemernt that the packet has been received.
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In the ALOHA net, operated by the University of
Hawaii, this acknowledgement is accomplished as the sending
node monitors the retransmission of the receiving -node. If
the retransmission matches what was sent, the sending node
eliminates the packet froam its memory. If it did not, the
packet is resent. This is an adequate technique for an
ALOHA-type network. But if a node uses diifereat
frequencies for each link, this technique may be
impractical.

Another concept is to terminate oach packat with
check bits. The nuabher of check bits per packet would be a
function of the expected probability of error per bit for an
average link. If all check bits are properly rveceived, tha
receiving node reports its successiul reception to the
sending node in a brief message. Lack of such a report
after an ostablished period of tize may proapt a uode to
retransmit a packet. Rocelpt of an acknowledgement would
cagse a node to eliminate the packet froa its weamory,
considering it successfully transaitted. There are chack
bit schemes for fail-safe comaunications which are not oaly
more efficient than a bit-for-bit check, but ate also sors

reliable [Ref. 4J.
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Other verification concepts may offer still other
advantages., Hovever, because of the inherent potential and
signiﬁicant effects'if bit error in radio coammunications, it
is very likely that some technique of ensuring accurate
packet transmission will be required in any packet radio

network.

B, NETWORK MANAGEMENT PROTOCOL

The primary objective of a compmunications network is to
nova user traffic from source to destination. A4 netvork
management protocol is intended to organize the network so
that traffic moves efficliently under all conditiouns.

If one assumes that ncde to node activities are
appropriately haandled by a lower level protocol as described
above, then he can treat the loss or addition of another
link as a routine event, and process the information as it
vould affect the entire netwoik. Therefore, uetwork
managament protocol is not coancerned with how or under what |
conditions a link is established. It only acts on the
information that a link does or does not exist.

1. Update

The fupdaseantal network-wide mapagesant operation is

the update. In an operatiocnal network, traffic ou each link
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is constantly changing. To efficiently use the network to
pass traffic betseen two given nodes, it is desirable to
find the "Best Path" between the two nodes. Exactly what is
peasured may be a subjective decision. But once made, this
gquantity can be used to compare various alternatives aand
select a best path. Yet the best path can be expected to
vary vwith time, for loading on each link of a network may bhe
constantly changing. Therefore best paths nust be updated
periodically to accomaodate network dynaamics.

In a distributed control network, each node could
initiate its own update. The form of this update amessage
and exactly how it is processed in the network depends on
the selectad protocol. There is always a design trade-off
involving the <frequency of updates with the corresponding
generation of update messages (management <¢raffic) vaersus
the aeffects of old or outdated best paths. This tradeoff
should not be a casual dec¢ision. In a network of n nodes,
there are at least n(n-1) best paths. With some of the most
efficient algorithas, it may take at least (new3) ﬁode to
node messages to coaplete one network-wide update uander the
vorst coaditions (see Appendix C). Therfore it is desirable
to find an effective update frequency which provides for

tealistic and efficient network traffic flow.
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In addition to updating existing paths, the updating
process can serve to introduce new links into the network.
In some protocols such as Segall's (Ref 2) the arrival of a
new link has an immediate impact on the network update
process. As in the case of broken links discussed next,
Segall immediately initiates a new update message whenever a
node experiences a change in its link status. This creates
a situation where update aessages initiated by the same node
may be negotiating the network at the same tize. Therefore
there must be provisions to prioritize <these messages so
that the most recent message takes precedence over the
outdated aessages. This is normally accoaplished by
introducing cycle nuambers as part of each update uessage and
sany other network manageaent aessages. The problea with
cycle numbers is that they can potentially grow larger than
the allottad buffer space. Segall places a bound on his
c¢ycle nuabers by using a procedure devised by Pinn {Ref. 5].

One of the objectives of this study dis to
investigate a network managesment protocol that does not
require c¢ycle numbwers. In tais concept nav links are
introduced to the network only 'during routine updates. It
is assumed cthat the delay iavolved 'nay be traded for

indrcasad simplicity.
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Broken links may have various dimpacts on a network.

If a link is under heavy use, a break may have a serious
affect on net traffic flow. Heavy use may also indicate
that many other nodes rely on this particular link in their
best paths to other distant nodes. On the other hand, soame
links may serve very few nodes, and in fact be inactive at
the time a break is discovered.

The objective of any reaction to a broken link is to
ninimize its impact on the flow of traffic and other network
activity. Ideally, traffic should ipmediately and
automatically be switched to the next best path. One way to
incorporate alternate lianks under certain circuastances is
described in Appendix A and is considered along with the
proposed network sanagement protocol in Chapter IV.

When it capnot always iassediately reroute traffic,

the network management protocol must take action to stop oo

reduce traffic intended for a broken link, cause the network
to find oew best paths for traffic affected by the break, or
a4 combination of bota. Pinding new best paths is typically
done during an update operation. It is a function of a

| protocol to indicate how ap update may be initiated.
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In some protocols discovery of a break nmay initiate
an uypdate. For example, the discovering node may broadcast
a special update request @message addressed to each
destination for which the discovering node had considered
the broken link as part of a best path. Other nodes acho
the request and eventually the destination nodes receive
their requests and initiate an update. In this concept,
some type of cycle number would be required to mediate

conflicts between new and outdated updates froma single

| -destination node which could exist in the network at the

sane tiame,

Alternatively, & protocol can be designed to
routinely issue updates from each node at a crate that
ensures that any previously issued update wmessage froaw a
particular node had already passed out of the network, yet
often enough to tolerate £freeziang traffic blocked by a
broken link wuntil the ugpext routise update provides a new

best path. This is the basis of the anetwork mapageneat

- protocol proposed in Chapter IV.

C. USBR SERVICE PROTOCOL
Once a network is constructed and operatiomal, the last

question is how routine user tratffic vill be packaged and
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processed by each 1nocde in the network. This could be
considered the User Service Protocol level. In this case
the designer may assume that lower level protocols will work
independently to do things such as update best paths, react
to new or broken links, and ackpowledge transaissions across
a link. The User Service Protocol uses selected informatioa
from lower-level prctocols to eificiently accomplish its
primary function of passing user traffic.

The basic characteristic of a user service protocol in a
packet radio network is that, like other lower lavel
protocols, it should be trapspareat to the user. Decisions
such as packet size, conteat, aﬁd processing depend on the
capabilities of the selected equipament and the priorxities of
tke netvork desigaer. In  this section a particular
algoriths is discussed as an example of a typical user
service protocol. It is preseated to illuStsate one
possible technigque for wsapagiung routine traffic withia the

fragework of a petwork operating with other lower level

protocols.

* Y
1. Zojce Traffic | MR
' . . > d L

Several assuaptions aust be made in order to gaia

physical apprecliation of the reéquizaments of a coanceivable
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packet radio network. Some of the parameters selected both
here and in the remainder of this study are based on a
theoretical packet radio concept propcsed for a Marine
Amphibious Brigade by Bond (Ref. 6], and Lucke [Bef. 7].

It is assumed that the network will move both voice
and data traffic. In this section we discuss the
characteristics and requirements of each type of traffic.
As mentioned in Chapter II, voice nust flow at a consjisteant,
periodic rate. Data, on the other hand, ¢an move in bursts
as channel capacity becomes available.

In a digital network, voice amust be converted %o a
digital signal (vocoding). This is . done by sampling the
analog voice signal and converting each saaple to a digital
value. This produces a voige packet. In a real-tiase
conversation, any delay of more than approzimately 0.? sec
between speakers becomes anoticeable. Therafore a voice
packet should take no more than 0.1 sec to sove from the
source node to the destination node. Assuaing that packets
vill be relayed by a maximum of 10 nodes in our theoretical
network, and further assuming that processing tise in each
node is far wmore significant than the propagation time

betveen nodes, then the maxiaua processing delay per uode is
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.1 sec
Delay = ———m———— = (01 sec/node/packet.
10 nodes

Because ¢f the periodicity requirements of voice,
there are certain advaantages to establishing a virtual link
betvween the traffic source and destination, In a packet
tadio network, a virtual link may consist of reserving a
time slot on each link along the best path <£from the source
to destination at the time the virtual link is establishad.
Once a virtual link is established, it is used uantil the
source nocde has finished the voice conversation (ualess a
link is broken), regardless of whether or not subsequent
update operations have found other best paths duxing the
course of the conversation. This ensures periodicity in the
voice “raffic, for each voice packet passes thru the saame
number of nodes, with the same oet processing time <for a
given scurce-destination pair.

In a practical network, a 1link would probably be
requiread to accommodate traffic for sore than cane node at a
vimea. As iamplied in the previous paragraph, this szay be
accoaplished by trassaitting traffic for a specific
destination node in an assigned time slot oa each link.

This is also called time division wmultiplexiag.  The
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particular slot on each link enroute to a destination is
deternined as the call is being initiated and the virtual
link is being built. once sestablished, this slot wvill oaly
carry voice packets for its assigned destination uaptil the
virtual link is broken or dismantled.

It is convenient to define the series of time slots
which can each carry a separate virtual 1lisk as a Praae.
Then in each frame, one slot represeats one virtual link to
a destination, buring norsal link operation, each frase is
folloved by another frame carrying the next voice packet in

the assigned slot for each virtual link (see Pig. 3.1).

: t-de{ 1 I 2 ] 3 l sequence of slots

Lane

| sequaace
e GLLI S SARLEY GL RSy v

frame frame fraae

Pig. 3.%. Slot/Prame Concepi

it vas estisated above that if & saxiaue of 10 podes
vere used in a virtual link, each sode can take up to .01

sac to retransait one voicu packet. If it is <further
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assomed that each frame must handle up to 10 virtual liaks
(slots), then each slot (which carries one voice packet) can
be no more than 1 msec because each frame can last no more

than .01 sec.

) .01 sec/frane
Slot Duration = = 1 masec/slot,
10 slots/frame

It is estizated that good quality digital adaptive
Delta~mod wvoice <teguires a bit rate of 16 x (108%3)
bits/sec. In the sultiplexing systea aentioned above, each
voice channel has ounly a 1/10th duty cycle. Therefore when
active, a wvirtual link aust pass traffic at a rate of 160 x
(10®x3) bits/sec.

Por this example, if the radios in this netucrk

operate with a bandeidth of approximately Y0OHHz (spread

spectrum), a significunt pgst detection processing gaia

could be obtained

Transsission Bandwidta 10%eq
Bandwidth of Hessage 160 z (10%83)

= 625 = 28 dB.
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2. Data Iraffic

Data traffic would not normally have the stringeat
tining requirements that voice traffic may require. On the
other hand, within reason, voice traffic could afford to
randomly lose packets while  experiencing a graceful
degradation in the actual flow of iﬁfo:mation, whereas any
lost data packets represent an absolute loss of information.
Therefore the network may pass data traffic more slowly, but
rust do so more accurately.

Because of the periodicity requirement of voice
traffic, vcice packets need to bhave priority over data
packdts, Under this network concept, data traffic would be
integrated as a filler in available slots during pauses in
voice traffic. The result is bursts of data traffic, which
does not lend itself to the virtual 1link concept described
for veice <traffic. In fact it wmay be simpler to picture
sach data packet as an individual uwmessage containing the
address of the destination, and being released by the source
node to £ind its way to the destination node. Oue advaantage
of this concept is that i“ the network updates its best

paths whilc a source node is releasing data packets for a

particular destination, later packets have the advantage of




using the updated best paths to their destinationm. By
contrast, ir ¢he virtual link concept considered here,. once
a virtual 1link is established, traffic is confined +to it
even though better paths may become available.

If data traffic is to be moved on the network
developed earlier, it wmust be able to work within the
framasslot concept devised for voice traffic. Assuaing a
slot has a duration of 1 msec with a data rate of 160 x
(10%*3) bits/sec, then each slot coatains approximately 160
bits of information. In the wvirtual link concent this may
pe perfectly acceptable because once the wvirtual link is
established, nearly all bits passed on the virtual link ave
user traffic. Hovever, if weach data packet is to move
independently from the source node to the destination node,
each packet aust contain gertain overhead inforamatioa which
15 counmonly lumped together at the beginning of the packet

in a preamble.

SREANBLE | USER DATA =

—

DESTINATION | MSG.NO. | PACKET HO. | SOURCE | USER ID

Pig. 3.4. Preasole

41




e o DT

The preaamble in Fig. 3.2 4illustrates some of the
informaticn that might be required in the heading of a data
packet. If this information were to require a portiom of
the available bits in every slot, it would seriously degrade
the rate at which user data could be passed. Aan alternative
is to use nmuch larger data packets.

Data packets are typically created as the source
node divides up a stream of data from a buffer which is
being fed by a console, facsimile device, etc. The siza of
the packets is dictated by the user service protocol.
Therefore the number of data packets needed to carry the
ugsers eantire zessage is obviously a fuunction of the messages
size and the size of a data packet. On the receiving end,
not only must all daca packets be received (correctly), but
it may be required to sort the packets %o place ther ia the
proper order, wmeaning each packet wmust be serial anumbered.
Information such as this does not contribute to the net f£low
of user information. fTherefore to pass the largest possibla

ratio of user dinforpation to preamble information with the

‘slot tecbniqhe; a data packet including preamble should be

some larger multiple of a voice packet.




A et AT o Kot e s ae o

When data packets are transaitted across a link, the
sending node veads the preamble of the data packet and
assigns a slot aumber on the best path 1link toward the
destination node. The sending node then divides the data
packet into sub-packets which are the size of a slot.r
Depending on the standard size of a data packet, the sending
node sends the remainder of the data packet iun the
appropriate slot in consecutive frames. The receiving ncde
is also programrmed to accapt a standard napber of
sub-packxets once it has agreed to accept a data packet in a
particulac slot. In this way only one preamble is sent per
data packet and the effective ra%wio of user information
actually passed could be significantly increasead.

This procedure is essentially another version of the
virtual link. Depending on the nuaber of sub-packets and
systes priorities for bhandling sub-packets, a wvirtual link
for a data packet may vary in size. Por exgaunpre, if nodes

are prograsved to relay sub-packets as soon as they are

| successfully received, several nodes on the best path may be

telaying portions of a single data packet at the same timg.

In fact, the destination node wmay be receiving the first

Asubp&chets before the last subpackets are transaitted. The
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difference is that +these virtual links have 2 fixed finite
lifespan. They are 1limited by the amount of time the
designer wants to make a slot unavailable to veice traffic.
An extension of the same idea has two or more slots in the
sane frame being used to pass sub-packets of the same data
packet. This provides a more efficient use of a link which
may have little voice traffic and 4is consistent with the
buarsty nature of traffic.
3. Jlnteqrated Manggemept Izaffic

With the exception of the preamble, <there has been
no sention of naanagement traffic which is required by node
to node and network management protocols. Typically this
traffic cousists of' relatively short nmessages. It is
conceivable that these uwessages could ke tagged on the ead
of user packets placed in ecach slot. In this situation it
would appear to the network that 100 percent of channel
capacity was available to user traffic. If this 4is not
practical, then slots could be used on an aswneeded basis to
pass groups of Management messages. |

There 18 another aspect of traffic wmsanagement that

A3y be considered. Once voice traffic is intérrupted, it is

-iupo:tant that the speaker be notified. This could be a




programned response to the network's reaction to & broken

link. The result would be for the speaker to guit talking.
Similarly, for data traffic it is practical for the

source node to release only a limited number of data packets

into the network and wait for a receipt acknowledgement froa

; the destination node as data packets arrive. This is called
wflow controlX, This prevents a source node £from loading
interinm nodes with excessive traffic which the network amay
not be able to process because of a lost 1link to the
destination, It also allows the source node to selectirvely
retransmit packets that were not successfully received and
erase +hose that were. TFinally, it provides assurance that

the data traffic was received.
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IV. A _DISTRIBUTED SETWORK MANAGEMENT PROTOCOL CONCERT

This chapter describes a particular concept for a
distributed control network management protocol. This
protocol is limited by design to £it into the larger concept
of independent levels of protocol which handle different
classes of messages, processed as described in Chapter III.
Analysis of <the protocol developed here by a coaputer

simulation is discussed in Chapter V.

A. SETTING THE FRANEWORK

The following network management protocol is based on
the assumption that an adequate node to node protocol is
perforaing necessary functions such as periodically testing
links, discovering nev as well as brokem links, and
confirming when a packet has bean successfully traunsaitted
across a link.

It is further assumed that the result of this protocol,
which is intended to be a flexible network which can react

to link changes and £ind naw best paths based on the latest

channel values, will be used by a higher level uyser service

protocol. This higher protocol could <tresemble that

described in Chapter III. But it is not necessary to define




a particular user service protocol in order to iavestigate a
lover level network managemeant protocol. Therefore the
remainder of thié study vill onminimize any assuaptions about:
the form of higher level protocols which may use the results

of this network management protocol.

B. DEFPINITIONS

All the moat coamon components of our network, such as
nodes and links, have already been mentionsd. However it is
nacessary here to further describe certain previously
defined compoaents, and to present additicnal componeants or
concepts needed to explain the protocol.

'. Ihe Baglc Group

The Basic Group is what has been defined as the

network up to this point. A basic group is a collection of
nodes, each having a unique identificacion, each being
connacted to at least one other node in the basic group, aand
each node being considered an equal sember of the group (See
Pig. 4.1). By using only links belonging to the basic
group, it is possible to seund a sessage froa any node in the
basic group (called the Source) to any other aode (called

the Destination).
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Pig. 4.1. Example of a Basic Group

Our netvwork msanagement protocol will ianitially be
developed with nothing more tham a basic group. Later, a
§ version of the protocol involving "“Related Groups" and
wpamilios of Groups® will be introduced. Hovever this will

have little ispact on the basic concept.

A

In order to sove user craffic efficiently, the
;é .7 protocol muyst be able to calculate the  best route from a
source to destipation node. To do this, each link 1is
issigned a channel value, and these values are summed and

compared to determise the best path from the source to

{% - destination moda. It is not essential to specify ia advaace

the exact physical natuze of these channel values, or
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distances as they are sometimes called. But whatever
channel value physically amounts to, it should reflect the
relative “cost" of sending traffic over a link at the time
it is measured.

A best path implies that, based on existing lianks
and current channel values at the time it vas measured,

there is at least one coabination of links whose net channel

value represents the most efficient path £rom the source to

destination. This is frequently c¢onsidered the minimum
delay route, Best paths can becoae outdated for two
reasons: either one of its links is broken making moveaent
impossible, or ancther combination of links develops a lower
net channel value.

It should be noted that each 1link is a swo way
coumunications channel, and usually the curreat channel
value in one direction has no relatioaship to the channel
value in <the other direction. In Pige 4.2 below, the

channel value from nodes 4 to 8 is 1. However the chanael

value froa nodes B to A is 5. This means that for any two

nodes in a basic group, the best path from the first node to
the second is not necessarily the best path froaw the second
node to the first. Thus din any oasic group of N nodes,

there are N(N-1) or approxiasataly N%#2 possible best paths.
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<Channel value_s
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Plg. 4.2. Channel Values on a Two-way Link

2. Activitjoes

In the course of maintaining the network, the
protocol will cause each node to initiate and participate in
several wmanagemeant activities. Most have already obeen
mentioned and will only be discussed briefly here.

The best path update is the fundamental operation of
this level of pretocol. As channel values change and best
paths become outdated, steps must be <taken to f£ind the new
best path. This process is automatically and asyschronously
initiated by each node, and when it is coapleted {(which aay
require the ovigination of several updatea c¢ycles as
discussed below), every othey node in the basic group kaous

the latest Lest path to the initiacing node. This operatioa

is periodically required of every node in the network. The




reason vhy complete updating of the best paths may require
gore than one initiation or an update cycle can be seen ia a
simnple example, In the petwork in Fig. 4.3, node A seands
out an update nessage to nodes B and C. Node € updates its
channel value to A from 5 to 4 but still retains its old
best path thru node B believing it has a total chanpel value
of 3. Finally afte: node B relays A's update message to C,
node C learns that the actual channel value thru node B to A
is now 7. When A initiates its next ﬁpdate, node C will

change its best path to nede & to be the direct A~-C link.

Channel values.as of last
update

. Channel values now

Pig. 4.3. Update Iterations

A broken 1link can be a trauwmatic avent in the
natwork. Therefore the protocol will react to broken lisnks

in an atteapt to aninimize the effect on user trafiic flow.
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First it will attempt to switch all traffic hampered by the

broken link to am alternate link. An alternate 1link is

defined only in respect to individual nodes, and if one is

available, it may be used by a node if the node is faced
with an inability to move traffic over a previous best path
which now contains a brokea 1link. An alternate link caa
only be considered as a teaporary fix. Its only guarantee
is that if  used, it will not creats a loop situation. A
loop is defined as a clcsed path consisting of a series of
links. Therefore traffic leaving a loop node will
eventually return to that node. In Fig. 4.4, node 2 caagot
consider the link to node 4 as an alternate link 4if node 4
routes traffic destined for node 1 through node 3. This
creates a loop. However if node 2 can be assured that node
4 will not route traffic destized for 1node 1 on any path
which eventually moves through node 2, +then node 2 can
switch traffic to node 4 after a break with confidesce that
it retains a locp-free netwvork.

Although switching traffic of a best path iaplies a
decroase in efficiency, the alternate @y be to stop all
traffic routed over a broken link. Of cougse this aay be

even less efficlest., But a node faced with the dacision aay




T Best Path Link

Loop=-free

Sefore Break ' After Break

Pig. 4%, Loop

not alwvays have the ‘aption of aa alternate link. Sea
paragraph C3 below aund Appendix 4 for a discussion aand proof
- pf an alternate link concept  uh&ch is_conpatible with the
network wanagesment protocol described in this cﬁapte:.
Clearly, it is regquired that a uocde be able to cope
~with a situstion vhere it say lose ali access to ome o aora
ﬁedes.' Recovery- is defined as eventually ostablishing

anothel path to the disconrwcted uasdes. The efficleacy of -
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recovery is defined as the speed at which a path is
reestablished over the new best path.

To accoaplish the above activities, each nods in the

netwrk will create, process and relay messages from other

nodes. The processing will frequently change coaponents of
a message that a node receives fros a previous node, adding
information to the message before relaying it. ¥odes are
also selective as to which other nodes it will send or relay
a message. The net result is to improve network-wide
operation and efficiency.
3. Hessage

The network management pgotocol is required to send
two types of overhead messages Vrel&ted tc the maintenance
activities mentioned in the previous paragraph. Bach
nessage will have several elements which will be abbreviated
and represented in a nmessage argunent.

a. Update Measage

The symbol <£fo¢r an update nessage and its

components are shown below., The letter 1 identifies the
last node to telay the update message (or U-msg). The
ietter d identifies the originator of the U-msg. Note tlat
vhen the originator first sends the U~msg, l=d., D(l) is the

curpulative channel value on the best path from 1 to d,

54




Update MYessage ==> 0U(1,4,D(1))

b. Broken Path Hessage

The syabol for a broken path message and its
componants are shown below. The argument 4 represents the
destination node for which <the broken link is blocking
traffic, and correspohds to the 4 in the U-asg. The 4 in
the U-asg is the ideatity of the initiating node, and
tepresents the destipation te which the best paths created
by this U-msg will point. The 4 in the ¥-msg indicates that

the best path to 4 is broken.

Brokea Path Hessage ==> X (d)

C. THE CONCEPT

The objective of this network ganagemeat protocol is to
provide a single algoritha that can operate autonosously ia
each noda of a netwaﬁk to puovide cowpletely decentralized
-aetwork control, yat provide for efficient truffié routing.
This algoriths vas also chosen for its relative simplicicy -
and poteatial robustness. Its prisary departure froa sost

other algerithms of this npature is that it attempts to
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accommodate new and broken link events without requiring
cycle numbers. The algorithm is given in Appandix B.
1. ] i W 9 Lipk

It is most convenient initially to study the update
process while freezing <the status of nodes and links. Ve
will also initially assume each necde has a best path %o
avary other node. As nentioned earlier, the basic group or
network consist of ¥ nodes. The number of 1links between
these nodes will normally exceed the nunmber of nodes.
Normally, 4if they azre evenly distributed, <the nore links
into an average node, the more robust is the network.

To efficiently usae a network, traffic should take
the best path from the source to destination node. To
identify and use this path, each node along the way amust
know the destination of the traffic, and what neighboring
node is dovnstreas oo the best path to each destiaation.
Downstrean will iaply sovement toward the destiaation, that
is, vralaying the traffic to another nods with a'snaller
gunaulative chanpel valua ¢o the destination. pstreaa
iamplies movement away from <che destination, normally

backwards along the best path. The update wmessage allows

" gach node to determine which neighbor is on its best path to
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avery other node in the network. Fach nocde periodically

initiates a U-msg to all its neighbors. In PFig. 4.5 node 1

Pig. 4.5. Initiating 2n Update

initiates an update by sending U(1,1,0) to nodes 2 and &.
When a node receives a U~-msg ititiated by 4, it computes the
cuskmulative channel value to d thru 1 and compares it to the
last cummulative channal value along the node's current @@&m
path to d.  Por erxample, in Pilg. 4.5, suppose ncde 4 had

previously selected the direct link, with channel value = §,

- as its best-path to node 1, Meanwhile node 2 has alse

received a U-asg from node 1, has determined that this is

‘_its* best path to node 1 bacause uno other path offers a




cumnulative channel value of 1, and has relayed node 1's

U-msg. Nede 2 sends a modified U-msg to all of its
neighbors except the neighbor from which it received the
J-nsg. Nov the U-msg is updated with the cumaulative
distance from node 2 to acde 1. Let d(i,1) be the channel
value on the link from a node i to any neighbor i. Then ths

cummulative channel value from node 2 to node 1 is
d(2,1) +D(HY) =1 + 0 =1,

D (1) is taken from the U-asg received by node 2 from node
1. d(1,2) is calculated at some earlier dJesignated tine
when all nodes in the network sipuataneously. calculate and
fiz channel values to each of their neighbors (this
procedure is discussed in greater detail in Chapter V).
Therefore <the U-psg re.ayed to node 2's neighbors is
G(2,1,1) which states that node 2 is relaying a U-msg froam
node 1 and the cumaulative chaannel value through noda 2 to
node 1 along its best path is 1.

When node 4 receives the U-msg from node 2, it oance
agaiy processes the message in a standard fashion. 4s showan
in Pig. 4.6, the channel value frow unocde U to node 2 is 3
(d(4,3)=3). Now upon receiving the U~asg froa anode 2, node

4 calculates the cusmulative channel value through node 2 to
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Pig. 4.6. Node 2 Belays Node 1's U-msg

the initiator of the U-asg (d=nodel). For node G in this

exanple
dQ(u,2) + D(2) + 3 ¢ 1= 4,

W#hen node 4 compares this wvalue with the latest cummulative
chasnel value for its best path to node 1 (which nods i will
define as the symbol B(d)) it will <£ind that it 4is more
efficient to go <thru node 2 to get to node 1, or B(1)=2.
Note that in future discussions the term “Best -Path" vill
iaply the cptimum series of lipnks, wvhereas B(d) vill

indicate a spacific neighboring node which a transaitting

node considers as the next downstrean node on the best path

to0 destination d.
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In this exaaple, node 4 receives a U~-msg which
epables it to diamprove its best path to d. Any node which
changes its best path or the.cumnulative chaannel value for
its current best path must, in turn, relay this information
to all of its neighbors (except B(d) . This is necessary
because, given this new information, an upstream neighbor
may have an opportunity to update its B(d) . On the other
hand, if 2 node receives a U-asg which does not change the
nedet's B(d) or cummulative channel vlaue to d, it will not
relay the U-asq. This is acceptable hecause the upstreaa
nodes already have access to the current croute which is
considered aore efficient than a <route through the node
which relaysed the last U-asg.

Deletion of update mnmessages is an inportaat
function. If the network ware not allowed to eliminate
ugseless messages, it could iapose a sigaificant unnecessary
burden on the aanagement traffic load. In a ogetwork of N
nodes, there are approximately Ne®2 bast paths. If, wvhen
pach node initiated an update operation, every other node.
indiscriminately relayed the update message, there would be
a alninum of approximately Nx{oumber of 1links) 'update

messages generated when each node originates an update in a
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network of N nodes. Therefore to control this growth, ¢the
first node to receive a useless U-asg eliminates it.

Fig. 4.7 shows the complete ﬁatwork with channel
values and best paths.froﬁ all nodes, to node 1, before and
after update. The ‘order in which U-asgs arcive at a node
can significantly affect <the number of U~-asgs generated ia
reaching the optimum solutiom. But (assuming static values
for the channel values) the end result will alwvays be
optimua, even though it wmay require saeveral update
initiation cycles to stabiiize, The following is a sequence
of events *hat could have occurred to update the netﬁork in
Pig. 4.7,

Node 1 generates U(1,1,0) and sends it ¢to Nedes 2

Node U receives Node 1's U-zsq. Since this is
already its B(Y), it updates its aet channel wvalue,
generates U (4,1,5) and sends it to nodes 2,3, and 5.

‘Neanwhile Node 2 receives Node 1's U-asg upstreaa
along its B(1)., updates its net channel value, generates
G(2,1,1) and sends it to Nodes 3 and 4.

Node 2 receives Hode 4's U(4,1,5), coampares it to

B(1), and discards it.




?ig. &4.7.

after update

Complate network with Channel Values aad BP(1)'s
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Node 3 receivas Node 4's U(4,1,5), compares it to
its latest B(1) and discards it.

Node 5 receives U (4,1,5) upstream from its B(1).
géneratas U(5,1,10) and sends it to Nodes 3 and 6§.

Now node 4 receives Node 2's U(2,1,1), compares it
to its last B(1) and selects a new B(1)=2. Since it changed
3(d), Node 4 issues U(4,1,4) to Nodes 3 and - 5 which will
aventyally be discarded by both necdes.

Heanwhile Node 3 receives Node 2's U (2,1,1), updates
its B(1) and generates U(3,1,3) for Nodes 4,5 and 6.

Node 5 receives Node 3's U(3,1,3), finds this better
+han its previous B(1) and sets B (1)=3. Now qode 5 must
also issue U(5,1,4) to Node & and 6.

Node 3 recelves Node 5's previous U(5,1,10) and
discards it. Noda 4 receives WHode 5's later U(5,1,4) and
also discaxds it.

Node 6 initially received Node 5's U(5,1,10) but

~retained its old B(1)=3. Later Hode 6 received U(3,1,4).

‘this time it finds this path wuch better and sets B(1)=5.

It also issues U(6,1,6)torncde 3. h Eventually Node &

receives U(3,1,3) but discards it. Pinally, ¥ode 3 receives

U (6,1,6) and discards it.




In the above example, the senerio would have been
slightly changed had messages arrived in a different order,
but the ultimate best path results would be the saae.

2. Iatzoducine New and Broken Liaks |

Realistically a network must integrate new links and
recover from broken links. Later the "Alternate Link%#, as
an interim fix, will be discussed. But initially we shall
assuse that <there are no knowan routes remaining from the
néde which detects the brokean link, to some destinatioan.
Assume also that traffic for this destination may already he
stored in the detecting node, or euroute to it uader the
assuaption that the broken link 4is still intact. The
network management protocol =must provide for a graceful
recovery.

In order to eliminate the added complexity of cycle
asuabers, the protocol is restricted to imitiating vne U-msg
from any one node in the network at one time. This aeans
that there must be enough time for an update cycle or
session initiated by a node to propagate thru the eatire
networX, updating all best paths as it goes. When a break

cuts off access to a node, it is important that a new update

from that node (¢r nodes) be initiated and propagated thru
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the network as socon as possible in order to identify uew

best paths so0 that stalled traffic can continue to their
destinations. In order to address this probles, the
protocol assigns the highest processing priority td U~nsgs.
This is intended to allow U-msgs to perfora the update (and
therefore eliminate themselves from the net) as soon as
possible, A%t the same time, the protoccl sets the frequeacy
at which 2ach node periodically initiates a new U-msg. The
idea is to establish a practical U-msg initiation freguency
so that the event of a ‘broken linpk does not require a
request for initiation of a special update message, and yat
does not leave user traffic straanded for a long tinme.

It might be helpful to consider an exaaple of this
in terms of the user service protocol example in Chapter
III. If the average distance between nodes is approximately
3 km (based on the Harine Aaphibious Brigade wmcdel) then

assuning speed of light propagation the signal travel tinme

betwgen nodes is

3 kn
travel time s wwe : = 1080=-5 sec = 10 usec.
; , -3 x 10%%5 kn/sec -

Purthermore assuse a network or basic group of 50 nodes, and
assume a longest best path of 30 nodes. Then the maxiaua
total travel time is
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30 links x 10 usec/link = 300 usec.

Assume an additional 20 usec processing tise in each node
(vhen protocol messages are givean top priority). Then the
total time for a U-msg to process thru the entire net is
approximately 1 usec. Therefore if the protocol required
each node to initiate a U-msg eovery .!'sec (or once every 10
frames), apptoximately .1sec ¢+ 1msec is the longest aay
traffic should be stranded due to a broken link. This
should not significantly affect data traffic which is bursty
in nature anyhow. Although detaectable in voice traffic, i.
wvould not be serious unless failures occurred repeatedly.
This situwation could be improved by increasing the frequency
of <+the update at the cost of gore network nanageaant
traffic.

This protdcol requires that traffic which ié‘
stranded due to a broken link wvalt to be rescued by a
routine U-msg frow the destination node to which the traffic
is addressed. Yet there are still actions which can be
taken to wmake good hse of the broken link information aad
sinimize the <trauma of recovery.  Since therse iz 1o
assurance that any of the nodes close to the byeak will be

on the nev best path, it is probabdly helpful to freeze data
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traffic enroute to a broken link. This is one of the

functions of a broken path message (X-3sg).

Best Path link to node 1

Pig. 4.8, Sending the X-msqg Upstreaa

when a ncde discovers a brokea link on cne of its
best paths, it initiates a X-msy for every destisation node

for whick the discovering nodes considered the broken link

[y RSP TISRE S S S

33 part of the baest path. Thess nodes are easy to ldeatily

baecause this is the same information used fogr norsal rfoutiag
operations. The initiating node sends the X~#sgs to all of
.?h‘f[f g." - its'ﬁaighbors. Por exasple, as shown in Pig. 4.8, when Yode
| 3 discovers that the link to ¥ode 2 (and B(1)) is broken, it

;.‘wa:Eﬁ , vill initiate an X-asg wbich is i(1). Hote in this example
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that the broken link could alsc be Node 3t's B{2), also
requiring a X(2) message. But for simplicity it is assumed
that ¥ode 1 is the only destination in this network. The
X(1) is sent to all of Kode 3's neighbors. Node 4 and 6 do
not consider Node 3 to be on their best path to Node 1.
Note that for Node 4, this is a correct assumption. But for
Node 6 this assumption is not correct. In any event, if a
node receives a X-msg from a non-best path neighbor, it
discards the X-msg and takes no other action. This is how
useless X~-msgs are eliminated.

Node 5, on the other hand, receives X (1) from its
B(1). This indicates that it has lost its best path to Node
1. As with Node 3, when a node discovers that its best path
to d is broken, it freezes any data traffic in its huffer
for 4, and dissues an X-msq. Therefore Node 5 now issues
X(1) to Nodes 4 and 6. Once again Node 4 ignores the X-msg.
However this time Node 6 has received the L{-nsg froa its
B(1). This would cause Node 6 to stop sending data traffic
until a newvw best path is found.

At the User Protocol level, which may employ virtual

links as described in Chapter III, the X-msg may aot be

anough to stop all traffic routed over a givea link when a




break is discovered. A virtual link fixes a , route at the
time it is created, for the dquration of the traffic session.

In the meantiue, subsequent update cycles may have caused

nodes along an ‘established virtual 1l1link to select other

nodes as B (4) while maintaining its virtual 1link thru the
node wnich was the B(d) at the time the virtual 1link wvas
created. Therefore, 4in addition to sending X-msgs to all
neighbors for all destinations for which a broken link was
considered a best path, it may also be necessary to define a
Virtual Disconnect nmessage which would be xelay;d upstrean
to break down wvircual links, In fact something like this
would probably be required in any network using virtual
links to break down the wvirtual links when users have
conpleted a routine traffic sessioan.

Because of the frequency of the U-msqg, it may not be
necessary for a (-msg to work its wvay all the way upstreaa
to the most remote node oan the best path. In Pig. 6.9 Node
2 could have issued its X (1) after Node 1 issued U(1,1,0) tn
Yode &, In this case, if Node 4 had not yet processed
0(1,1,0) when 1% received the X (1) from its B(1), Noda 4
wvould immedlately adopt the direct link as itz B(1} and

issue U(4,1,5) to Nodes 2, 3, and 5. Since Hode 2 algeady




a Best Path link to node 1

Pige 4.9. IX~mSg Meets U-asg

froze traffic for Node 1, it would impediately release the
traffic ¢to Hode 4 cousidering Node 4 as its B(1). I{ Node 3
had already frozen traffic for Node 1, the same would apply.
But in this situation it dis linkely that a new bhest path
would be established before traffic in VNodes 5 and 6 were
even affected by the brokea link.

New links do usot have the trausatic impac¢t of broken
links. A pew link represents the addition of a nev neighbor
 for the two nodes oan each sidé~of'the link. 3ince the link o
'is initially unloaded, it is likely to becowe a prime
candidate for a link in several best paths because of its

low channel vwalue. It is necessary to guard agaiast

70

ke A p———ve o ¥ X S L —r



oscillations here which can be done by assigning arbitrary
initial average channel value to the new link which would
enable the 1link to be gracefully irteqrated into the
network. In tipe, as the link becomes used, the effect of
this arbitrary assignment will disappear. Once again,
because of the frequency of dinitiating U-msgs, there is no
need to request special updates upon the discovery of a new
link. It will be integrated into the network quickly enough
just by normal updates.
3. ternat - t

It is not always necessary to stop traffic in the
face of a brokem link. Ideally every best path would have a
backup path so that when a brokes link is discovered,
traffic 4is ipmediately switched to tha backup path with
pinisum ripple in network traffic flow. But this way nor be
possible, and the additional coaplexity in the protocol as
vell as the increase in the volume and content of network
Rafagemant messages appears siganificant,

Hovever, as explained in Appendix A, the protocol as
described in this chapter provides sufficieat informstion to
manage the basic update and broken link functions, And vith

a slight increase ia processing at each node, the saae
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netvork managemen: messages can occasionally provide a
real-time routing alternative to a broken liak. This is
called aa altermate link. i

The alternate 1link is identified during the update
operation. Por example, during a routine Update for Node 1
of the network in Pig. 4.10, Node 2 will send 0(2,1,2) to
Nodes 3 and 4. Node 4 will not select Node 2 as its B(1),
and would normally discard the U-msg. However if Node 4

zade one additional comparison, it amay still find-the Node 2

Toute to Node 1 useful.

- Pige 4410, The altersate Link

‘ For any node 4§, by coaparing the cuaua&ative chaaned
- value {D{ly} of the last relaying node (1) with zode i's

' currest cumsulatiye channel value along its best path to d,
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node j can determine if traffic passing thru node 1 can also

eventually pass back thru node j. Assuaing all links have a
minimum channel value >0, if node j's cummulative best path
channel value >= D (1), then node j is assured that nodé 1l
does not pass traffic thru node j in order to get to d.,
This wminor conclusion provides snode J with a loop-free

alternative path to d if it should discover a break in its

! best path. This alternative says nothing about
Gulti-destination or implied loops. It only offers a
! temporary fix for a node which has experienced a broken
| link.

Going back to the exaaple in Pig. 4.10, Node 4 notes

in U(2,1,2) that b(2) = 2 vhich also equals the cummulative

channel value for Node 4's B(1). This causes Node 4 to list
Hode 2 as an alternate link to Node 1. In larger networks,

one node can certainly have altersate links for several d's

P T S U

as well as several alternate links for a single d. jode 3
in the exawmple sets B(1) = Node 2. However when it receives
U(4,1,2), it will list Node 4 as its alternmate link to Node

1. Likewise Node 2 will pick -uode,a as its alternate liak
X 73 | t0 Node 1. But note that Node ¢ can unot rely on Node 3 as

an alternmate link. When Node 4 received U(3.1,4) from Node
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3, it has no wvay of insuring that the route is not as shown
ia PFiq. 4.11. Therefore in the absence of any further
overhead traffic, ©Node 4 discards this inforamation as

unreliable.

Pig. 4.11. Potential Loop Situation

The impact of alteraate links is not clear. If a

network is very evenly weighted and richly connected, each

node could have one or more alternate links to wmost of the

other nodes in the network. - This laplies that broken links

may only regquige a shift in traffic. A less eveualy

. distributed netwvork would have some nodes with alternate

links and others without. In this case some I~asgs aight be
avoided, others curtailed, and yet others unaffected. 1At a

ainjmum, the alternate 1link concept 1appears to add
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additional robustness to the network. At best it may allow
the Update frequency to be decreased, cutting down the rate

of management traffic.

D. EXPANDING TO RELATED GROUPS AND FAMILIES

Although there is no theoretical 1limit on the nuamber of
nodes in a basic group, there may be practical
considerations which make it attractive to 1liait this
auaber. Por example, when all nodes are considered part of
a single basic group, then every mnode in the bhasic group
(vhich includes the entire network) wmust record a B(d) for
avery other node in the network. This further iamplies that
updates for every individual node cam potentially span the
antire network. As the nuaber (¥) of nodes in a richly
connected network grows, the number of U-msgs generated (to
complete an update for one source) under worst-case

conditions approaches J(New2), (See Appendix C). Therefore

it may be convenient to partition the network along

oparational or geographical boundaries. To iavestigate
+his, several additiomal definitions must be introduced.

1.

In the top half of Pig. 4.12, all the nodes ip a

given network fall into one of 35ix groups nusbered 100 thru




600, Nodes within a particular group consider that group
its hasic group. Within a basic group sach node has a
unique node identity. Por exaaple, in Group 400, there is
only one Node 2. Outside of a node's basic group are other
groups. Por each group ian the top of PFig. 4.12, there are
five other groups called Related Groups. Note that related
does not imply <hat two groups have a coaaon border. Por
ezxample, Group 400 does act horder Group 200. By ccabising
the group and ncde identity, each node can, once again, have
a unique identity in the network. For example, Node 2 in
group 400 can uniquely be called Hode 402.

Purthersore, the six groups in the top of Pig. .12
can be grouped together and called a Paaily. This family
could also have a unique identitcy, such as 3000 in Pig.
4.12, and be one of a number of families which coabline to
- fora a large natwork of nodes. In the hottom of Pig. G.12,
there are four faailies nuuhe;ed 1000 thrgugh 4800. Opce
again, every group, ia avéry family in the‘botton of Fig.
4,12 could have a Hode 2. But ahen4 group and faaily
identities are added to the node idenﬁity. each node tetaians
a unigue ideatity. To fully identify Necde 2 mentioned

sarlier, it can sov be called Hede 3402. By using this
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three tier ideantity concept, there is a poteatial to raduce
netvork manageament traffic. There is no requirement to stop
at three tiers; however three tiers suffice to demonstrate
the principles.

One requiresent of this structuring principls is
that groups and families aust retain some continuity. That
does not mean that groups and families cannot move in
relation to each other. It siaply means that eantire groups
and fasilies can not distribute all their nodes randoaly
around the natwork. If the network aust tolerate complete
randca node movement, then the single basic group concept
seems best suited to coatrol the network. However there aay
be several situations wherein clusters of nodes are likely
to remain geographically and operationally close while beiag
fluid in a larger notwork of nodes. dilitary organizations
are a good example of this structuring.

In the <remaisder of this study, any reference to.
node identity ﬁiil ilaply the full idesntity iacluding the

node's basic group and family, if applicable. ail message

 forsats and contents are also the same. It will be assumed

that all anodes know their assignad group and family. 1Ia a
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nilitary network for example, the group could represeat the
battalion, and the family coculd represent the Brigade.

As shown in Pig. 4.12, individual nodes continus to
gstablish 1links with oneighboring nodes regardless ' of
arbitrary boundaries. Efficiency is available by changing
the processing of messages that cross these boundaries. The
goal is to reduce the nuaber of netvork managesent messages
that travel to remote nodes in the network vhen there is
spall likelibhood that the best paths being updated by these
nessages will evar be used.

Basic groups are organized to contain a group of
nodes wvhich communicate frequently with each other, Every
node in the basic group has a best path to evory other node
in the basic group. Por these nodes, vhich constitute a
aini~natvork, the basic network wsanagement protocol
dascribad in Section ¢ above applies directly. However, the
aode to node protocel vwill establish a link with aay node it
can contact. <Therefore a node pay ifind that it kas a liank
vith another ncde outside of its basic group, This is where
group/sCanily processing begins. |

Pundamentally, éxoupiﬁg causes nodes to rt:oat

related groups and related faailies as single anodes, while
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still maiantaining the capability to contact each node in the
network. Therefore for our example in Pigf .12, Yods 3402
has two other nodes in its basic group, five related groups,
and three related families. Thus Node 3402 maintains a best
path toa total of 10 network elements. By coatrast,
without groups Nede 3402 would be required to maintain best
paths to 57 individual nodes in order to contact every node
in tha netwvork. It should be noted that basic groups of
only threa nodes is probably unrealistic. Basic gri-ups of
10 to 25 nodes, families of 3 to 5 groups and networks of 3
te 5 families would £it <typical military organizaticas.
Although there is probably ag optiaum coabinatios for a
given traffic profile, there are no :igid» :egu;:eaed@s‘on
grouping sizes. - |

| During the coutse of a normal Update, an initiating
sode, or A relaying node will send a U-asg to all of its
heiqhbers. The receiving node (j) checks the identity (1)
of the node which last relayed tae U{l,d,D(l)) message. 3 A
"1 is not in ¥ode j's basic group, and if i dces got equal d
(indicating the last relaying node did not initiatg the
mnessage) , Yode j discards the U-asg. Xf l=d, this indicates

. to Node j that a neighbor ocutside Hode j*s basic group has
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check its current cuasulative best patih channel value to i's

M e, e bt s h s oa

initiated an Update. I£ the neighbor 4is from a related
group (same family), Node j compares its cummulative best
path channel valye for that related group to the net channel
value through 1. If this is an improvement, Node j alters
the U-masg with its d4(i,1), and relays the U=-msg to all
nedighbors. This procedure coatinues until this U-msg can
not offer an iaproved best path to any other aode or until
it reaches the family boundary. If Node j*s previocus hest
path wvas suparior <o the new possibility, ¥ode j would
discard the U-asgqg. If the uneighboring node (1) which
initiated the message vas from another family, node j would
feuily, and compare it to the net channal value through l.
As in the case of a related group, i€ thete is asn

iaprovesent, the U~asg is relayed, otherwise in is

discarded.

Pig. 4.13 sexves to dillustrate Updates across

boundaries. The process ‘uay.becoae clearer by tracking a

possihle sequence of events during a routine update

operation. In Pig. 4,13, the dotted triangles pointing away
fros & node rupresent that node's (pre~update) best path to

a related faasily (if the U-msg creating the best path had
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Plg. 4.13. Update Across Boundaries (partial network)

crossed a family boundary after being initiated) or best
path to a related group (if the U-usg creating the best path
had crossed a related group boundary after being initiated).

The dark <triangle represents the updated best paths after

Node 1301 issues an update.

¥hen Node 1301 issues a U-asy to all of its

neighbors, the nodes in basic group 1300 will update like

'any basic group. Nodes 1203 and 2202 ¢ill also recelve
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B3{1301,1301,0). Node 1203 sees that ¢this U-msg wvas
initiated by one of its related group neighbors, and after
comparing channel values with its old best path through Node
1202, selects Node 1301 as its new best path to Group 1300
{or B{1300)=Node 1301). This also requires Node 1203 to
adjust and relay the U-msg to all of its neighbors. Node
2102 receives Node 1203°s U-msg across a faasily boundary,
notes that it was relayed but not initiated by Node 1203,
and discards it. It is discarded because this particular
version of Node 1301's four original update messages (one
for each  link) initially crossed a Group boundary.
Therefore all subsequent versions of this U-msg serve to
update best paths to Group 1300 within its faamily.
Therefore wvhen Node 1203 relayed an offspring of the “group®
version outside its family, Node 2102 discarded it. Node
1202 keeps its best path to Group 1300 through Node 1303,
Node 1201 changes its best path through Node 1203 and relays
the U-msg to its neighbors,

Now Node 1103 notes that a Group 1200 node has
relayed an U-asg initiated by a third related group in Node
1103*s family; thorefore it will evaluate this message ip an

affort to improve its path to sroup 1300. Note that oaca a
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U~-msg successfully crosses a group boundary leaviag its

basic group, it continues to cross other group boundaries

S

until it no longer cffers a shorter best path, and is

\ g ’ discarded.

%, % The same considerations apply when initially
:§. 3 crossing a family boundary, as will be seen below. Node
zé ) 1103 updates its best path to Group 1300 and relays the
% I

f& ; U-msg to Nodes 1101 and 3102. Node 1101 retains its path to
§? j Group 1300 through Node 1103. It so happens that Node 3102
;i‘ j : currently has Node 1103 as its best path to the 1000 Family.

However when it receives the U-msg relayed by Node 1103, it
notes that it was not initiated by Node 1103 and discards it

since Node 3102 is not interested in establishing a path to

Group 1300, or any other individual group in the 1000

. Pamily.

%;*é Meanvhile Node 2202 has also received the U-ansg
i
S initiated by Node 1301. Node 2202 updates its net channel
4

value retaining this Dbest path, and relays

| U(2202,1301,D0(2202)) to all of its neighbors. Node 2102
. accepts this new route as its best path to the 1000 Fémily
e in prefereunce to its less efficient link through Node 1203.

It then relays the U=-msg to its neighbors. ¥ode 2101

updates and relays again.

SR

2 s, oy A

oS
BAET

3



AL

1'.\

o
i e g e A T e AT R T S NIRRT

Now Node 3102 has again received a version of the
U-msg initiated by Node 130il. But this time it was passed
by a node which was not in ths 1000 Family, indicating that
the cumnulative channel value in the U-msg up to this point
represents the distance along this proposed path tc the edge
of the 1000 Fanmily. Node 3102 compares this to its current
best path channel value to the 1000 Pamily (wkich is direct
to Node %103), and picks the best path. In this exaaple,
Node 3102 found that it was wmore efficient to travel to the
1000 Pamily through the 2000 Faaily, than to cross the
direct link to Node 1103 (rather unusual).

To use this routing information, the sburce acde
addresses traffic to the destination node and gends the
traffic on its vay. If the destination is in the same basic
group as the source, the source has a best path direct to
the destination necde. If the destination is in a related
group (same PFamily), the source node sends the traffic on
the best path tc the destination node's basic group. As
soon as it crosses the basic group boundary, the traffic
will reach a node which now has a best path to the specific
destination node. Similarly for inter-family traffic: it is

routed on the source node's best path to the family of the
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destination. When it crosses the family boundary, it is

routed by the destination's group and £inally when it

crosses the basic group .boundary, it 4is routed to the

specific nogde,

The cost in routing inefficiency entailed by the
treaendous reduction in overhead traffic offered by this
scheme is obvious from the example in PFig. 4.13, If Node
3102 wvanted to communicate with Node 1101 after the Node
1301 update (davk triangles), the xraffic would ultimately
travel through nearly every node in the figure, when if fact
Node 1101 is only two links away from N¥ode 3102. Although
it has been established that it is shorter to go from Node
3102 to Node 1301 than to Node 1103 in this case, the full
trip would normally be shorter by the more direct route.

Besides the reduction ian overhead traffic, it should
also be noted that group and family boundaries would
normally be selected on operational boundaries, so that a
relatively small amount of traffic would be expected to
suffer from this self-inflicted inefficiency.

There are some ninor exceptions to the above rules
vhich would be helpful if iategrated into this scheme. Por

axample, any node on a boundary with a non~best path direct
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1ink to a node in another group or family, need not reject
or purposely break this link simply because it is programmed
only to use that node's group or family address. The ainor
adgitional overhead of retaining direct 1links to all
neighboring nodes can be useful in recevering <from broken

links. Both the broken path and alternate link concepts

described for <the basic group can be applied, virtually

unchanged, to the group/family processing concept.

«f Best Path

<Channel Value

Piqure 4.14, Broken Paths and Alternate Links Across Boun-
dacies

A broken link on a best path to a related group or

family causes the discovering node to first look for an
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alternate link. In Fig. 4.14, a portion of a network
including boundary crossings and link channel values is
shown,. If these channel values had existed when Node 1203
last updated, Node 2102 wcald have retained its B(1000) =Node
1203. However when Node 2202 relayed U (2202,1301,3) to Node
2102, Node 2102 would see that D(2202)=3 to the 1000 Pamily,
which is less than its cummslative best path channel valus
to the 1000 PFamily. Therefore Node 2102 would keep Node
2202 as an alternate link to the 1090 Family. Then if Node
2102 lost its direct 1link to the 1000 Paaily, it could A
innediately switch traffic to Node 2202 with <the assurance
that traffic would not enter a loop. Conversely, Node 2202
could not pick up Node 2102 as its alternate linmk to the
1000 Family baecause Node 2102's cummulative channel value
(4) is greater than Node 2202's cumaulative changel value
(3).

If Node 2202 experieaced 2 broken link to the 1009
Panily in Pig, 4.14, it would be required to initiate a
broken path message to all of its neighbors. When Node 2102
received X (1000) frca Node 2202, it would disregard the
X-asg since its best path is not affected. When Node 2204

received X(1000), it would £ind that its B (1000)= ¥ode 2202
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indicating it had lost its best path to the 1000 Pamily, and
look for an alternate link. If during the last update by

Node 1203 the channel value b in Pig. 4.14 were such that
b + Node 2202's D(1000) >= Node 2102¢'s D (1000)
or
b+ 354,

then Node 2204 would switch traffic for the 100 Family thra

Node 2102. 1If
b+ 3<4,

then Node 2204 would relay the X-asg or X(1000) to all of
its neighbors. dnd the process would continue outward froam
the broken link just as within a basic group.

In this discussion, it should be noted that the
basic group concept of network wmanagement protocol <an be
applied directly to the groups/family organization of the
network, with scme requirements on the structure of the
group and fawnilies, The idea of detached nodes in the
groupsfanily concept is a special case which will be
discussed in Chapter VI. Whetber or not <the groups/family

concapt should be imposed on the network is a <function of
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V. SIMULATION

A primary objective of the sipulation was to test the
basic algoritha by selecting and fixing some network
parameters, and then waking amultiple ruas in which the
remaining parameters were varied. Though limited in scope,
the sinulations validated some of the mechanics of the
algoritham. This included originating and relaying update
nessages, vhich further resulted in selecting and updating
best paths based on calculated channel values. Both the
basic group and family/group concepts were tested. ™o
sethods of calculating channel values, both using a variabie
time duration called a window, vere also investigated. Thae
test network is shown in Pig. 5.1,

Simulation results were initially cospared to rssules
obtained usiag static routing via fewest nuaber of hops over
the same network, Later, seiacted parameters were varied to
observe the stability and robustaness of the netvork coantrol.
As a rosult, several basic observations were made about the
attributes, efficiencies and limitations of this management
protocol concept.

The broken iink and alternate link concepts were 1ot

part of ¢this dinitial simulation. If the basic 1link
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Pig. 5S5.1. %Test Hetvork

q?ff managesment concept ultimately proves to be worthwhile, as
these initial tests suggest, then the next logical step

would be to test the algoritha under the added strain of

L A

gaining and losing links.
92
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Tha simulation was conducted using the SINSCRIPT II.5
simulation language. The encoded algoritha is listed in
Appendix E. Several SINSCRIPT eacoding decisions are

discussed later in this chapter.

A. SINULATING A USER AND MEASURING EPFECTIVENESS

In order to observe and @measure the Trelative
effectiveness of the algoriths, a sisple user servics
protocol involving oaly data packets was integrated into the
systen. User traffic sessions vere generated with an
exponentially randoa inter-arrival rate and with a uniforumly
randoa number of packets. Both the rate and nuamber of
packets vere controlled by input variables. A packet either
soved thru the network, or vaited in a quewe if the required
link vas busy, until it acrived at its descinadtion whers it
vag discarded after performance data was co;lected. All
traffic sessions (and therefore all packets) bhad a source
node determined by a unifora randoa fuaction based on a
transmit factor assigned to each node., Pach packet also had
a destination assigned by a siailar process. Packets
created in a single traffic session all had the sase scurce

and destination.
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One measure of relative efficiency was the average time
(per total nodes hopped) it took packets to reach their
destination. Other, perhaps more significant, neasures of
effectiveness involve the- amount of queuing delay or quaue
sizes that occurred during the test. This uas observed in
saveral ways.

The maximum gueue size per simulation was vrTecorded for
overy link and listed after every run. This informatioa
varied significantly and appeared to be influenced by the
large influx of packets during the dinitiation of traffic
sessious.

Half way thru the sisulation, a group of links having
the lougest queues duning the first half of the tast vere
selected to be sampled during the secoud half of the test.
The nuaber of links selected was an input variable. The
number of samples per links vas also am igput vayiable, but
vas normally set at 1000, The reselting distgibution of
saaple sizes for the busiest links in the petvork, .appozred
“o offer a stable, #ore ':epresentative neasure oé,'tha
algoritha’s ability to process packets. The avaerage sample

quoue size aad its standard deviation was also calculataed.
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Other checks and measures included the average number
of nodes hopped per packet, the average number of links used
for a node's update cycle, and the longest best path
established anytime during the test. Pinally there are
several checks to report if packets were excessively
delayed, particularly due to dynamical changes in best pachs
during message transmission, resulting in an abpnormal number

of hops to the destination.

B. DPROGBANMING SCHEME

The simulation progras was otganized as a set of
subroutines controlled by a siaulation <lock (Pig. 3.2)
vhich is an dnherent feature of SIHSCRIPT. Before the
sigulation begins, the reutiae is initialized by =the maia
program which includes reading input variables, diasensioniag
arravs and printiug out variods input parametecrs. The aalin
piograam also schedules the events oo the simulatlion clock
vhich srarts several activity chains resulting .in the
goneration of user <trafiic, ﬁhe periodic update of che
astvork and the collection pf performance data.

The Main progras schedules the first update originated
by each node in the network. This is beguan at a rasdoa time

thru an event routine called SEH.UPDLTE.HESSAGE. Por tho
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Plg. 5.2. Prograa Organization

designated node, this routine generates a U-nsg for each of
its neighbors and places the maessages on the link to each
neighbor., The routine schedules the arrival of each U-asg
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after a pause to account fer propagation time plus message
duration. A time of 2ms was selected for the siaulation.
Finally this routine reschedules the dssignated node for its
next update origipation in an interval vhich was based on an
iaput wariable explained below.

Once a U-msg was originated, it was scheduled to arrive
at neighboring ncdes. The arrjival of a U-msg was handled by
a toutine called ARRIVAL.MESSAGE. This routine is the heart
of the update opsration and implements the update portion of
the algorithm in Chapter 1IV. The ARRIVAL.MESSAGE routine
determines whether or not this AU-msg should be relayed to
the neighbors of tae receiving node, which neighbors to
relay it %o, and what the contents of the relayed smessage
will be, It simulates the processing time by scheduling
ratransnitted U-msgs to continue after a brief processing
tine, U-msg processing time was set at 0.1 ¥ the packet
processing time (.0001 sec) to creflect the priority of
U-msgs and their small relative size.

After the processing time, the U~nsg is placed on the
next link by the CONT.UPDATE.MESSAGE routine and the U-asg
is again scheduled to arrive at the next node iu the

selected transaission time of 2ums. This process contiuues
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until the U-msg avrives at a node, is processed by the
ARRIVAL.MESSAGE routine and considered no longer suitable
for retransmission (due to an excessive net channel value).
The result is the creation of a best path tc the node (group
or family) which originated the U-msg from every other node
thru which the message successfully passed prior to discard.

During the course of the simulation, as link queues vary
in size, channel values change. One of the most significant
observations affecting the fundamental algorithm made during
the simulations, concerns the timing of when chamnnel values
may be calculated. It was initially conceived that during
an update cycle, a node could calculate its channel value to
a neighbor whenever that node received a U-msg from that
neighbor. However it was found that under a telatively high
traffic vrate, some node (1) night <relay U-msgs having
selectad a best path node (j), but by the time node i
recelved relayed versions of its own U-msg its channsl value
to node j might have changed dramatically, resulting in a
loop (See PFig. 5.3). To remedy this problem, updates vere
constrained +¢o start anytime during a (relat%vely largs)
tine interval, This interval was followed by another equal

size interval during which no updates could be started, but
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axisting updates could be processed. The niniaup size of
these intervals was large enough to insure that any existing
update cycles would work their way out of the network before
the next series of updates was allowved to begin, The
calculation of channel values was synchronized in each ncde
to take place once (and only once) near the beginning of the
first (originaticn) interval. The operational feasibility
of this synchronization requirement is not unreasonable, for
very good network synchronization will be a likely
requirament in crder to take advantage of the benefits of
spread spectrum modulation techaniques, position location or
other attractive capabilities of digital couwmrunication.

In the simulation, the Main proqram schedules the first
channel value calculation with the routine CV.LATCH. Since
this takes place at time zero of the simulation aanad no
traffic has started, all links are initialized to the basic
channel value of 1, C¥.LATCH also calculates the update
origination interval, based oa the specified update interval
which is an input variable (0F.DATE.PERIOD), and reschedulas
itself for every node in tke network.

After the first update, the CV.LATCH routine uses

historical queus information for each 1link to calculate a
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Pig. 5.3. Possible Result of Prequent CV Changes

new channel walue for that link. This value is based on a
time average of past queue sizes existing at that node over
a time period called the WINDOW. The chanunel value is the

integer part of

N
WINDOW

vhera

2 queue, size of i th gqueue
2&: { me interval over Shfch queaue = Q
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sunsed for all queue measurements not older than the WINDOW
for a given link.

Tha Main program begins to schedule traffic with an
exponential arrival rate based on an input variable
(AVE.NEW.TRAFPIC.INTERVAL) . Traffic is started by calling a
routine called NEW.PACKET.MESSAGE. The first traffic is
generated after the network is alloved to complete one
update cycle, thus insuring that all nodes have a best path
to the other nodes, groups or families as appropriate. A
traffic message (referred to as "session® in Appendix E)
involves randomly selecting a source node, destination node
and the nuaber of packets in the aessage. The selection of
*he nodes is a function of input variables assigned to 2ach
node vhich dictate the zelative frequency with which nodes
will transwit and receive. The routine can also restrict
destination nodes to be in the same group or family as the
source node for a given percentage of the traffic messages
(sessions) based onp additiomal input data. The routine will
send the first packet on the best path to its destination if
the link is idle. If not it «ill place the packet ia a link
queue. In either case, all other packets in the message are

placed in the queue.
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current simulation time which 1s checked again upon arrival
3t the packet'!s destination. This information is wused to
compute the average and peak times for packets <¢o hop N
nodes. Each packet counts the hops or nodes it passes thru
enrouta to its destination as explained later in this
section.

When a packet leaves for its first best path neighbor,
it is scheduled tc¢ arrive after an interval representing the
packet transmission time, which is an input variable called
PKT.XMN.TINE. For the simulation this value was fixed at
50ms, based on performance factors mentioned in Chapter III.

Pinally NBW.PACKET.MESSAGE reschedules itself for the
next traffic session which vill have the same exponential
inter-arrival rate mentioned above, but will resulv ia she
randoa selaction of a new source, destination and message

size (nunber of packets).

Enroute to their destinacion, packets arrive at
neighboring unodes vhich is simulated in the ARIVE.PACKET
coutine. ;p this routine a packet is checked to see if it
aas reachsnd its destination. If so it is processed in a

coutine called CONPLETED.TRIP discussed belov. 1f not the
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packet is processed; routed to the next best path neighbor
based on the ID of the faamily, group or node of the
destination node; and then either forwarded if the link is
idle, or placed in the link's queue. ARIVE.PACKET schedules
each arriving packet thru the CON.PACKET routine after a
processing time delay which was a test parameter fixed at
0.1msec per packet, Pinally ARIVE.PACKET goes back to the
queve of the node which sent the last packet. If another
packet is in the gqueue, it is placed on the link (by
scheduling an ARIVE.PACKET for that packet) to the node
which Jjust received the last packet. If the queue vwas
eapty, it ls designated as idle.

Heanwhile, when the packet scheduled for the CON¥.DACKET
routine arrives, if the link to its next node is idle, it is
placed on the link and scheduled to arrive (ARIVE.PACKET) at
the next node in the packet transmission time (PKT.ZMHN.TINE)
mentioned above. If not, it is placed in the queus for that
link, In order to minimize large-scale loading shifts from
one link to another, the algoritha does not change the
routing of a packet coming out of a queue to bhe transaitted
if, during the time the packet was waiting in the queue, the

best path to its destination has changed. A packet keeps
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its criginal routing unless the 1link has been broken {(not
covered in these simulations) and newly arriving packets are
routed thru the best path node.

Eventually the packet reaches its destination. ere it
is processed by the COMPLETED.TRIP routine. This routins
collects and confutes performance data including the nuaber
of nodes hopped by the packet, and trip time. It increments
a counter which sums the number of packets hopping ¥ nodes
and records the highest trip time £for ¥ nodes. It keeps
track of the number of packets arriving for each session and
sums all +the trip times for N nodes so0 it can later be
divided by the total number of nodes wmaking N hops to
calculate the average trip time for N hops.

After four equal intervals (quarters), the simulation is
stopped with the STOP.SIMULATION routine. This vroutine
reprints selected input data. It also calculates and/or
prints perforsance data for the simulation up to that point.
Appendix B contains an example of the full priatout which
includes +the average and peak packet transit <ime for N
hops, and the aaximum gqueue for every link. It also
presents results of a statistical sampling of the links with
the largest maxismuma gueues during the first half of the

siamulation.
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The Main progras schedules tke QU.SAMPLER routine at the
mid-point of the simulation. This routine will identify the
¥ links with the highest queues in the first half of the
simulation. M is an input variable (SHP.LINKS). QU.SAMPLER
then schedules a routine called SAMPLE which samplas these M
links in the second bhalf of the siamulation with aan
axponentially distributed time betvesen saaples with mean
1/5, vhere S is another input variable (NO.OP.SAMPLES). The
queue sizes 'found during these samples increment a queue
size counting array called QU.DISTR. STOP.SINULATION prints
the results of this queue saaple (QU.DISYTR) as vell as
calculates the average gqueue size and its staadard
deviation. After four reports STOP.SIMULATION halts the

test,

C. ABRAYS AND TENPORARY BNTITIZS

SIUsScRIPT is an excellent prograsaiang laasguage,
particularly for its readability and simulation orieated
functions,. The encoded algoriths and related croutiaes in
Appendix £ are written in SINSCRIPT and also have additional
documentatica. Hovever the organization of the arrays aad
attributes of the “message® and ¥Ypack% tesporary eatities

contain several subjective encodiang deci.sious.
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Understanding these organizational decisicns will help when
reading Appendix E.

The arrays used in the program are listed in Fig. 5.4
There are oue, two and three dimensional arcays
(i=D0,2-D,3-D) . The array oname is followed by its
dimension(s), which may either be variable or constant, aand
by the different meanings for the subscripted variable (e.g.
node ID). Below each array naae is the meaning of tha £irst
(1-D) , second (2-D) or third (3-D) subscript. Togethes the
subscripts identify a variable location which aay be used
during the simulation.

Yor example, the £irst array (PAY¥.02.GRP) is
1~dimensional. Its size is ihe sus of the nusber of noedes,
plus thernunber of groups plus 25. Argumencs of this array
will be he program numbers ZSor groups (progras ausbers are

a3plained in Appendix ™, The <content of this subscripted

variable is the family of the §:oup in the argumaat.

The 2 and J dimensional arrays ace read similarly. Por
esample SHP.SEY is a 2-dipensional acray. The first

arqgusent is the count nuaber of the liank to be saapled which

is detecmined by the (U.SANPLER routisne. The secoad

arqguesent identifies vheéther the variable is <he “to¥ of
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PAM.OFP,GRP (nc. of ncdes+¢ grps+ 25) -=> family ID
1st=-D (progras ID fer group i)

U.DISTR (250) -=-> sample count
¢ 1st-D (éueué size) :

2-D

VINK.ABLE (no. of links ip netvork, 2) =-=> node ID
i1st-D slink nuaber)
2nd-D 1= 1st node | 2= Znd node)

TRACBER (2 x test duration/ave. session interval, 2)
~~> no, 0f pkts
1st-D (session nuuherL . .
2ad-D 1= original pkt count for this session
| 2% pkts which reachaed destination)

CLOCK.DATA (4 x no. of nodaes, 2) =~-> time
12t-0 (no. of hops = N) .
2nd-D 1= net tize for all pkts hopping ¥ nodes
| 2= hxghest iagdividual wrip time for
a B~hop pkt)

HOP.COUNT (4x no. of nodes, 2) ~~> no. of pkts
1st~D snuaber of hggs = N)
2nd-D { 1 _ dot Used _
| 2= no. of pkts hopping 8 hops)
sag.ssr ia selacted no of links, 2) --> node ID

St~ saaple l=nk ID number
2nd~-D 1=p"fzcu“ node ID | §= “eo¥ node LD)

o

2ig. S.4. SIHNSCRIPT arrays (1 and 2 Dimeasional)

wEros* node for tikat liak. The subscripted variable is the
actual identity of the node.

Finally for the HEIGHBOR.LIST azray, the first argumeat
is a siample countiang integer corresponding to ome of the
above noda‘'s neigﬁba:s (3 ncde may have up to 6 meigabors).
The third argusent describes whether the subscriptad
variable will coantain the ID of the neighbor node (1), aun
inceger (V or O) indicacing vhether or zot the neighbor is
active (2), or the chanael value to this neighbor (3).
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3=D

- MBIGHBOR.LISY (no of nodes, 3£
-->"node ID or &P/ Ci¥ or CV
ist-D (node n*s ID)
2nd-D (a number listing froa 1 to & of
ode n's neighd oxsi
3rd~D ( 1= neiq bo: ID T 2= link status
! Vv from node n to neighbhor;

BEST.PATH (no. of nodes, no. of nndes+ groups
iliag, 2) ==> pade ID or
°§§‘g g:gggm;nnggeeltg od (s} r famii
- e n e TOup o )
rd-D { 1= best Bath neig ¢ group el
2= CV thru best path neighbor)

LINK.HONITOR (no. of nodes, no. of ncdes, 3)
-=> husy s;gnal (1) or Q size

1st-D (“froa" node
2nd-o {"to" node ID)
3rd~-d 1= idla/busy status

2= current ueye si ‘
! | 3= naxqqueue size thus far)

Fig. 5.5. SIMSCRIPT Arrays (3 Diaensional)

Another advantage of SIMSCRIPT is the ability to create
and destroy sultivalued variables called temporary entities.
By using these entities, groups ot data can be sihuffled ard
processed thru queues zelatively easily. Another advantage
is an efficient utilization of memory space because entities
which are no 1longer needed can be destroyed and the smemory
freed for reuse.

The algorithm in Appendix E used two teaporary entities
extensively. The £irst is the UESSAGE antity. As showva in
Pige 5.6 <the MESZAGE entity is used €for both U~ssgs and

packets. There is wmore information din the SINSCRIINT Uwasg
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MESSAGE

| UPDATE PACKET
Type . 1 2
_ kelayer ~ last rslaying node
Hext.Stop - next receiving node-
" Destisation  originating packet's
‘ node ' - “daestipation
Info 1 channel sassion
valua pumbes
Info 2 familg of packat serial
originator number
Info 3 N/A suma of nodes
hopped
Info 4 N/A time releasad
froa source
Tado S roup of faaily or group of
* go:iginator non~£asicggrogp node

PACK

Nuaber dqueve size due to last change
Entry.Yime time quone changed to above size
Pac. Neighbor peighbexing node to which the

queve has besn changed

Pig. 5.6. SIMSCRIPT Temporatry Entities

than 1o the theoretical U-msg of Chaptar IV siaply for
efficiancy of programsing and data collection. Nots that
saveral attributes of the Update MESSAGE and Packet YESSAGE
have the same aeaning and others do sot.

*he PACK entity (Pig. 5.6) is wused in the CV.LAICH

routine to calculate all link channel values. A pack is
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created every time a queue size increases or decreases.
PACKS are kept in a gqueue (called TIME.QUEUE) assigned to
each node, They are kept until the PACK's ENTRY.TIME (the
time it entered the queue) is older than the window. Saca
PACK has a NUMBER which is the new Juaue size which causad
the PACK to be cieataed, Eaca rnode may bave several links,
but all PACK are kept in the sa~e queue. Therefoxe
PAC.HEIGHBOR identifies which PACKs belong to 2ach liak for

a given node.

D. SELECTION OF TEST PARANETERS

Por the puzpose of the siamulation, certain test
paraseters were selected to be fixed and others varied. Por
the fixed parameters, approximations vere aade based on the
astimated performancs characteristics of a typical systea as
described ia Chapter IIX. #ig. 5.7 lists the major systea
and sisulation parameters. Thera is no explicit distinction
betveen flxed and varyiag paramaters. dovever the ostimate
of 16,000 bps bit rate in Chapter IXI helped settle ou a set
of processing and transaission times for nessages estimatad
to range from less than 100 bits (U-asg) to approximately
1000 bits for packets. The ranges of the varying parameter

vere also affectad by the 16 Kbps bit rate estimate on one
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end, and by a performance threshold orn the other. These

results are discussed in greater detail in Chapter VI.

FIXED PARAMETERS
Pnt Processing Time ia a Node .
msg Proces iug Tize in a Node .
kt ransn;s§ ol Time per Link R
-ms %nsm¢ssion Tlae per Link .
Numbér o Eer sessxon
tunifornly dis rzbute
Links to be sam
Ho. 9f Saa g E ink
Recexving{ ransn ttlng factors
for each node)
VASYING PARAMETERS
Pericd Retween Updates »0
Simulation Time Linit £
Perlod Hetveen New Traffic Sessions o0
#indow Size 1
% Inner-Group/Fanily 8

.
-

Pige 5.7. Systas Parameters

Other input data consisted of a description of the tast
network (¥ig. 5.1) dncluding +hs identificatior of nodes,
groups, families and links. The aetwork topology was fixed

for all sisulaticn runs.,
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VI. B U3S10 N co D 0

The results and concluasions discussed in this chapter
primarily involve the simulation of the update portion of
the protocol in Chapter IV. Furtheraore, in view of the

vide variety of parameters that could have been varied in

these simulations, many were fixed at wvhat was considarad to

be reasonable approximations based on performance figures
used to describe the theoretical system in Chapter III. The
analysis centered around several parameters which vwere
considered poteatially to have the broadest affect on the
system vresponse, including the interval bhetwesn update
messages (or the rate at wvhich updates were originated), the
average arrival rate of nev traffic sessions (or at the rate

at vhich packets vere created), and wiadov size.

A. RESULTS AND OBSERVATIONS

One of the first simulations Jiavolved assigniag a fixed
channel value of 1 to all links ia the test network (Pig.
5.1), Jdefining the best path betveen any two nodes as the
first path <found with the lowest aat channel value (also
called the shortest path), and then fixing all best paths

for the eatire siaulation. This is a static routing scheae,
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using shortest direct paths in the sense' of minimum number
of hops. This fundamental network scheme was used to
establish a ninimum performance level and wvwas used to
- measure the effectiveness of the update program in Appendix
B. Por the network in Fig. 5.1, all best paths were
calculated and £rozen at the beginning of the simulation.
Then traffic sessions were originated at intervals of .05
sec and .08 sec. The network quickly congaested. At an
interval of 0.1 sec the network settled down with average
sanpled gueue lengths from 2.2 to 3.1 for a 2000 sac

sioulation.

The remainder of the sizulations iavolved the update
algorithm applied to the same network (Fige. 5.1). The taests
vere divided into twc groups. The first and largest group
of simulations considered the whole netsork to be one basic

group (all groups and faaily ID's vege the same). This is

assentially unfreezing <the static network by applying the
update algorithm. The second group of siaulations involved
the partitioning of nodes dinte groups and families which

could then be compared to the basic group siamulatioas.
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For the test network (Fig. 5.1), the <£frozen path

baseline scheme could not function at a nev traffic session
period of less than 0.1 sec. The basic group tests results
(Appendix D) suggested +that 0.1 sec was also a good liait
for the Update algoritha. However ruas at new traffic
sassion periods of .08 sec and .05 sac indicated a gradual
loss of efficiency indicated by excessive queua lengths.
The static network, on the other haad, had demonstrated
catastrophic fallure at these intervals. Rung at iptervals
averaging greater than 0.1 sec caused very little strain oa
the update algorithm, therefore the traffic inter-acrival
interval of 0.1 sec average vas saelected for the 1large
sajority of the basic group (and group/family) tests.

At an average traffic inver-arzival intezval of 0.1
s8¢, a nessage (session) averaging 10 packets was added
randomly to the network at a rate of 10 messages (56s5s3io1s)
per second. Simulation results iandicated that aftexr 100
seconds of sisulation c¢lock time, acy residual efrfacts of
starting the simulation vere undetectable. Therefore test
results were taken for sisulation runs varying <£rom 100 to

1000 sec, guns greater than 1000 sec gave no indicatica of
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new information about the length of gqueues or the rate at
which packets could be processed. Therefore using an
average message (session) arrival time of 0.1 sec and a test
duration from 100 ¢to 1000 sec, the primary focus of
Simulations were on the update period (or rate at which new
update cycles were started) and window size.

The update period directly rceflects tha amouant of
overhead required by the network. In the static network,
the overhead requiremsents are ainimal, aamounting to that
required +o initially establish the best path anetwork.
Therefore it is reasonable to expect better perforaance for
an iacrease in overhead traffic. The basic group test
indicated this iaprovement.

The average queue size was the prisary weasura of
performance, The figures derived are conservative
calculations since vche sampling in the second half of the
vest was pade of the busiest links found ia the first half
of the test. fThe static network's average 4queus length for
a traffic inter-arrival interval of 0.1 sec vas 2+ packets.
The basic group algorithm approaches the static uwetwork as
“he Update period approached infinity. PFig. 6.1 Shows the

decrease in average gqueue size as the traffic session
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The curve labelled "NAX" is the plot of the largest
average queua sizes over the set of experiments.

The curve labelled "MIN® is the plot of the smallest
average queue sizes over the set of experiments.

Pig. 6.1. Queuw Size vs Session Interval (Basic Group)

interval size decreases. As expected, for relatively long
update intervals (>1 se¢), average Jueue siges ranged
between 1 and 3 packets. Proan there, as the update interval
decreased, averags queue sizes dropped quickly. Around 0.1
sec, the average queue size settled iato a range of values
between approximately .25 asd .75 packets. Hany runs were

made in this range and there was no teadancy for results to
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prefer aay particular part of this range as the test

duration was varied. Results were very stable (see Appendix

D).

VE SRS o e w N - js o > - rﬁ-- ?”‘Ec.—u.?‘“
(5 AN
SIZE P
OVER ' ' ' e s @
WINDOW . § :
oo
. [ of
time g -
WINDOW NO LONGER
USED

Pig. 6.2. Window Calculations

Window size vas also varied to determine its lampact
on average queue size, At first the chapnel values ware
calculated over various wvindow sizes based on a linear
valghtad *ine average. The weighting scheme gave the
highest weights to the most recent queye sizes. Howavey
simulation cresults shoved that this scheme resulted in
larger average queua sizes than a straight unweighred time

average as shows in Pig., 6.2 The beight of the blocks
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represent the size of the queue. Their width répresents the
length of time that the queue did not change in size. The
vindow indicated how far back on the time line (in Fig. 6.2)
the program would go te calculate the average queue, and
therefore the channel value for a particular link.

Window size also proved to be a very stable
parameter. Window sizes between 1 and 10 times the update
period gave no indication of influencing the curves shown in
Pig. 6.1 As the windov size increased to over 20 times the
update period, there were slight increases in average queue
size.

The standard deviatior of the average queue size for
basic group tests varied slightly from 1.2 to 2.3 packets,
vith the smallest standard deviation for update periods of
0.1 sec.

2. Pamily/Groyp Jestg

The basic aroup test results were coopared to a

'

fundamental static netvork routing scheme. The fawily/group
tasts cesults (Appendix D) wvere primarily compared to the
basic group results. Although the propesed advantages of
the family/group aspect of the update algorithm preseanted in

this paper arae based on the assumption that the majority of
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the <traffic is confined to innar group or inner family
“raasactions, most of the family/group <+tests placed no
restricticas on vhich node sent or received traffic. Uader
these conditions, the same set of uessages with cthe sane
sources and destinations used ia the basic group tests were
nsed in the family/group tests. Runs involving restricted
traffic is briefly mentioned at -ha =nd of this section.

As expected, the average queue size increased in the
family/group tests. Por update periods ranging from .05 to
0.5 sec, average queue sizus varied from 9.5 to 1.5 packets.
Additionally. the standard <deviation increased to
approximataly 3.7 to 4.2 packets. The benefits due to this
drop in performance was the decreas¢ in overhsad traffic.
Typically, the average number of links used by U-asgs as the
result of a single node originating one update ¢ycle duriag

the basic group tast ranged from 75 to 90 links. This is

because avery node had to have a best path for every other

nnde. Por a typical faamily/group test, the average auaber
of links used dropped to agcund 23 to 27 links. Therefore
for a (roughly) 50 perceat improvesent 1decrease) in maxziaua
average queue size, 4 200 percent increase in overhead

traffic was required.
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Another effect of the family/group algorithm 4is an
increasea in the average nuaber of nodes hopped by all
packets. Because of the addressing given to a packet
starting out for a node in a different family (it starts out
vith a family best path neighbor), more average links are
normally required in family/group tasts. An inteszesting
observation is that occasionally a few (most often 1 or 2 in
more than 20,000) packets in a family/qgroup test would make
an unusual number of hops, <clearly indicating that it is
looping due ¢o <changss in iﬁs best paths. Hougver,
invariably <the total tinme required for <this pecket ¢to
finally reach its destination was well withis the average
times required by other packets which used far fewer hops.
The cause of these (relatively rare) oscillations is not
obvious. It is probably due to the large number of links
vhich cross a group or famwily bouandany. Duriang aun update
sach 1link represants an entry port to that particular
related group or family and each acts as an originator of a
U-ssg for that larger antity (or super~npdej. Therefore
from update to update, the best path port to that super-node
could change by a large physical distance. However it is

not clear if this observation indicates a serious probles,
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since the packets still invariably arrive in a timely
fashion. As a safeguard, an additional routipe was added to
the simulation program to check the bhop count on all
outstanding packets when the test ended. At no tine was
there an indication that an undelivered packet was looping
or making excessive hops.

Compared to the basic group siaulations, relatively
fewer runs were made for the family/group tests. Rowaver
thes2 reosults suggested that as the ratio of window size to
sagssion iaterval increased over the range from 1 to 10,
average dqueue size also increased slightly. Additional
testing may indicate that a relatively flat performence band
siasilar to Pig. 6.1 also exists in this case.

Pinally several <cuns were siade with the sage test
natwork with the additional restriction taat 50 perceat of
all trafific is‘ inger gtoup aand 50 percent of the remaianing
traffic is ipper faaily. There were too few runs to
astablish a trend. However the rasults suggested a decraase

in average queue size and standard deviatiod.

B. CONCLOSIONS
This vas very wmuch a preiiaipary iaovestigation of this

aetvork asnagement protocol. It vould be iaproper tu
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identify much more than broad performance characteristics or
trends.

The update algorithm clearly f£functions properly. Both
the bhasic group concept and the family/group concept
responds to changing channel valuaes and provides routes that
can be used under a reasonable traffic load. The algoritﬂﬁ"
is also very stable and robust. PFig. 6.1 indicates that for
a traffic session interval of 0.1 sec and longer, the
algorithm has a good and very <£lat perfornance curve for an
update period of approximately 0.1 sec aud less.

Investigating the update interval should continue to be
a focal point in future aualysis. Por a given mnetwork
performance level it will always be important to miniamize
the update interval, since it reflects the overhead traffic’
that the network must procass,

On +he other hand, as new and brokem links arse
integrated into the simulation, they vill add
counter-arqurents to the continued dincrease in the update
periods. As links are bhroken, if alternate links are not
available, nodes rely on U~asgs to uanfreeze traffic and
provide new best paths. Therefore future analysis aust f£iad

3 halance that will 6ptiniza this situation.
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The family/group concept provides very good econoay (and
robustness, as compared to gateway nodes) with a modest
decrease in performance. For networks vhich operate
extensively wvithin smaller sub-network boundaries (such as a
typical military metwork), the family/group concept appears
to offer a significant savings in overhead traffic compared

to the sane network operating as one basic group.

C. RECOMMENDATIONS FOR PUBTHER STUDY

This preliainary study indicates that the update portioa

of the decentralized routing protocol described in Chapter
IV accomplishes the fundamental requirement of routing user
traffic. Follow-on investigations are needed to inteqrate
the new and brokem link concepts described in Chapter IV,
Wherever possible, the program in Appendix E vas written to
facilitate this 1zaex® step in the investigation, It can
sisilate the loss, gain, and the planned movement of nodes

by scheduling the failure and awvakeaing of links on the

simulation <¢logk. Both single node and group amovements

could be simulated.

This protocol vas concelved to be simple and practical.
A degree of simplicity has been ratained. Howaver to become
a practical protocol, there are several topics which need to
be cousidered, that are not addressad in this study.

123




RO T T T rem -

The primary problem is how to cope with splintering.
splintering may be a single node which crosses a group or
family boundary. If this problem is applied to a single
basic group network, it then reduces to the problea of a
node leaving the network or a aew node entering the network.

Splintering may also be defined as groups of nodes being
completely cut off from the other nocdes in its basic group.
This sub-group may be left to operate autonomously or find
jtself in the middle of amother basic group. A practical
axample based on the military organizations mnentioned
esarlier would be the movement of a company, which is part of
a battalion's basic group net, thru another battalion's
sectol, I+ is comceivable that the coapany may lose all
direct links with its basic group during the movement. A
practical protocol must alsc accompodate this splintering to
the point where a basic group is divided iato two or more

equal parts, leading to the question of deternindag vhich

group is <the splinter apnd vhich is the cremainder of the
original basic group.

FPinally, assuming a practical protocol can be fully
developed, there is the auch wore difficult problea of
seasuring its efficiency both in an absclute sease, .and ia

relation to other existing decentralized algorithms.
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APPENDIX A
ALTELRNATE LINK THEORY

CLAIN: During a shortest path update procéss, it may be
possible to identify an alternate link which may be used to
maintain traffic flow (although at some degraded level) in
the event that a node's IMMEDIATE DOWNSTREAM link in a
particular shortest path is broken. The switch will result
in a non-optimum but LOOPFREE network. LOOPPREE in this
discussion implies loopfree in the narrow sense. That is,
traffic leaving a node for a given destination is assured
that it w#will aot loop back into the sending node,

DISCUSSION: Siamply stated, the concept is that some
optinun path routing algorithms may acquire information that
is normally discarded, but may be used at individual node
level to switch <traffic to an alternate link if a break is
found in that node's impmediate downstreaa link along the
optimun path. This switch does not necessarily leave the
rest of the network optimally routed, but it is LOOPPREE.
I+ may be useful as a teaporary f£ix until the next update
procass is crecaeived.

PROOP: Any set of shortest path rouves in a pnetwork caa

be expressed as a spanning tree, which is always loopfree.
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In the following examples, the spanning tree is vertically
scaled to represent the channel value/distance to the tree
root. Every link is assumed to have a minimuam value of 1,
hovever this is aot critical in the proof.

A loof implies that a route passes through the same node
more thamn once.

If every link has a miaimum value of 1, them the total
distance for each node in an optimum spanning tree to the
root must be at least one larger than the gnext node
downstreaan.

Therefore a loop cannot exist in a spanning tree because
ouce traffic leaves a node in a spanniang tree, it will never
arcrive at a node of equal distance to the root. Under
pormal cperations, if more than one node has the distance to
the root of 4, then a particularx message for that poot will
only pass through (at most) one of these nodes of distance
a, Purthermore, once traffic reaches a sode of distance
loss than 4, it will never pass thru any node of distance d
under normal traffic flow conditions.

Consider the folloving network and spanning tree vith &

as the root.
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Applying the concept that a message will oxly pass thru

. one yoda of distance 4 to the above spanning tree, ve see
that if a message is 4 units away froa aode &, it is EITHER

at node D,2 or P. The message will be at one of these three

and will never pass thru the other two.

similarly, if a wmessage at node G was transplasted ia

node D or a wessage in node H was transplanted in sode C

(vhere C and D both have distances lass than H and G) the
Vuessaqe could continue to the root without everlpassing back
thru the initial pnode (H or G). Note that this is not the
case If a message in node C wvas transplanted in node H.

. Hote also that noda H's distance is greater thaa node C's
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distahce to the root. This is an dindicator that a loop
. condition is possible.

Revieving the above network diagram we see that there

are many unused links if traffic to A is restricted to the
Best Paths (=b==), However if an established best path is
broken, these links provide a potential bridge which may
transplant traffic <from the node which discovers a broken
link, to an adequate adjacsat node which circuaveants the
broken link. The necessary and sufficient factor to
deteraine whether an adjacent node is adequate is its
distance to the root A, As long as the adjacent node's
distance to A is less than ar equal to the distance via the
brokea Best Path link, traffic transferred to it will aever
loop back to the transferring node (and presusably will
proceed to node ). |

APPLICATION: Consider a siaple algorithm  where

cuamulative distance to the root/sink gas'used'to deteraine
the Best Path. At each node, one best path would ultimately
be selacted over others. In making'this selection each node
loarns the best path distance to the siok thru its adjaceat
neighbors, adds its distance to each adjacent seighbor and

picks the 8ast Path. Howvever the best path distance {zoa
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the non-selected adjacent neighbors may still be useful. If
this distance is <= the node's best path distance to the
sink, and if the node detects a break in its best path link,
it may transfer traffic around the broken link by using one
of the adjacent nodes, with the assurance that the new path
is loop freea. It is perfectly conceivable that more thaa
one alternate link wmay be available to a given node at one
tine. Using the network and the tree shown above as an

example, vwe have:

. NODE/ POSSIBLE ALTERNATE LINK(S)/

(distance o A) (distances)

B7(1 None

C/(2 None

D/ (4 B/ (4)

B/ (4 B/J1). Dz (4)

®/ (4 one

A LAY

1/(6 oné

Yote +that the transferring node aust still adgd the link
distances from it to the selected adjacent node before

picking the shortest alteraate path.
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ARRENDIX B

DISTRIBUTED PROTOCOL ALGORITHM

-um:nnnamnmnnmnoumuununnn“unoouumunttmu
SYMBOLS AHD DEPINITIONS

{ an)> Sat of alternato noiqhhor nodes for dcstinltion d

& =n) D?stanco Tom ; (G/d /d] on_ best ;.

AL( s=)> ] stanco ron = 1 (G/d T F/4)% on L's hest H
s =m) negsugo +0 nei hor ind:.catiﬁg it has peen se%ecto B(d)

==> leligh oring node on best path'to 4 (Gs/d or B/

bl 4 or P/d) indicates that group or faail idcntitiea can be

uséain the (r%uu¢ne of these sgnho s in pllcg of d to defipe

intra-group and iatra-family operations.
G/n mm) G:ogg identity of nodc

>r Soueil '
i(i?r{{ :: a;“ v:rliué { gstance) of link froam aodo i eo nadn

--) g susco t:on node n to node 4 its best gl
xina: gtoup, zntn-gxoup
neta—ﬁnuy operat ons as re

TR o3 SR OL I Lo Shkcouiace aeighbosta)
P ERRGERARKFARNREASUS R ENGSLSARPERE SR D LUEBRES PSR SE RSV 0 S VLR R LRSS RBQESS00P
\. UPDATE INITIATION . ‘
1. :-g_u;!..a.mn to all neighbors whexzs g -
D{l)= 0
11, Schedule next Update origination in desiguated Updato period,
3. BECEIYE 7 DPBOCESS URDAZSE
I. 3cv 0(L,4,0€0)) at node &, 6 G/L = GA . b
" Gr4 ne (sot equal) G/L

'1
§ {15 D% ’a- D(l)e d(1,1)

0(1&° dtioli < D{4)

a i ™!

)e
"l
!(l

[
s

il
l(é?
3 ;DQI}{:- D¢l)e A3, 1)

5) It (1) >0 1)_ § 1€ A{d)
a:é&-' i

Ii. BCY U{L,D.D(L)) AT ¥ODZ I & G/I 38 G/D & ¥/L = 27D
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i PILE: APB PINAL A WAVAL POSTGRLDUAZE SCNOOL
v :
T
§ 1) I P/ ?
‘: ¢ R
b 2 LG =6/a5 1ned
' ' 3) 12 8609) = ' e
\ (] D H
| Ly e e ve
4) .1 s 4(1,1) ¢= DIGAA) & B(3/d
).1e D :’i:!%d'-(- !’é élé’/di (G/d) ne 1
B
* (LT horm- 3
‘ L{Gsa):= 1: D(G/a) 3= D(L)+ 4

34&5 0(30 Al e el

S) If 9(G/4) ne 1 & D(1} <= D(G/4)
e,
6) If 3(%’? n§cé%’ joy A(G/3)» L
ITX. RCY U{L,D,D(1)) AT HORE I & P/I B ¥/
, 1 xz!'(lurfd&lud
; 2 1t airm 3 i
. 1.4 ﬂs m.. 5.0( /n; 1@ D{L)* D(Z,L)
3 IY!IQ(%:‘; ,.&1% - oér{ahs a(mu o 1

a&v} ;;- x.u‘"d) e
a}rzét. (2rd)= 2

1 »
xg"'ﬁs GTeobihiotsas) e ot At

4) X! B l’é
U-i/

‘ .,n'

:I; % D&ll <= D(RP/4)

5) Iféi)#l&’ :.9 Z4) & my A{¥/8)= )

2rd) -

. fy t*itcic frozen dus to X{d'} i uuu«l a8 3000 a¥ & eV
B(d*y - is selected.

C. BROEBY LINK FROC2SS

. I. Node i discovers liank with node 3 is broken,
P oz each 3¢ s.t. By w 3
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2ILE: APB PINAL A NAVAL POSTGRADUATE SCHOOL
1) If a(d?) t'lc 0
: ich an,ar v
nis %ddgfgg.ghlc‘zd')nu( Jo3%)¢ 3(1,A(2%))
g:= AL{n,
e
TRANS AX(4?) to 2 -
)1 b
-~
2) If A3y .9
TRA +o0 all hbo.
grgggaiéoa}tig 3estln03 £o§.d'
Llé'; a®
BEXI?
?c ‘ at_: pode i froa node 1

A. Te 1! $ Q A3OVE
If B(d*) ne 1l
3 nn‘.t-’
III. Ree AX(4') at node i-fros node 1

If 33;, “d;,(d')o

[
[
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APPE X _C

WOBST CASE GROWTIH OF UPDATE MESSAGES

It is unlikely that any distributed <routing algoritha,
which attempts to balaace traffic om all 1links in a busy
network and takes a finite time to update a network, will
aver produce a network-vwide routing scheme which is truly
optimized. For example, delays due to propagation time and
processing time in each node will cause a time difference
between the node which originated the update and the last
node which was affected by that originatioan. During this
period, particularly under aeavy traffic loads, conditions
vhich existed in and around the originating node ac the tiae
the update was started may be very differenc from those
axisting by the time the most dJdistaant node is updated.
Gaenervally, the longer 4t vakes for an updase cycig o
propaga%*e througbout the petvogk, and the longer the tiae
betveen update cycles, the asore conditions could change,
thereby degrading an ideal routing schese. Therefore it is
“germane %o cousider how lopg it would take for an alyoritha
to optinize a network Lf a sudden change in link ssatus

caused a worst cage situation.
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It is important to understand that the £following
analysis assumes that after the status (e.g. loadiug) of the
links have changed, they are theoretically frozen until the
network achieves re-optimization. Without this assuaption,
as stated above, it may be impossible to arrive at a fully
optimized routing scheme iu a changing network at any point
in tige.

For the algorithm preseanted in this paper, under worsc
case coanditions, -it could take up to (approximately)
3x(n*33) vupdate messages to optimize a pnetwork of n nedes.

The following figure shows a richly connected nevwork.

# Indicates CV te neighbor

¥ Indicates net CV to Noda 1
oh Bast Path

(#) Indicates new CV at next update
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Network A shows the best paths to Node 1 as of the last
update. To maintain the worst case conditioms, we will
assume that the channel values of the 1links inside the
network (the star) are always so large that they will never
be selected as a best path link to Node 1. However sach of
*hese links will require that auother U-psg be sent aach’
tims a node at sither end updates its current best path or
adopts a new one,

The chanuel values in parenthesis in network B represesnt
changes ia the channel values since the last update and will
be used in the next update c¢ycle originated by ancde 1. As
tha £irst update cycle begins, all nodes zeceive a U-usg
Srom node (for n=5 podes, a-1 Y~msgs are initially sent
out at the begianing of a c¢ycle). It is assused that (under

vorst case condirions) the U-asg is relayad

counter-clockuise (CCH) thru node 2 upstreaas along the bast

path arriving at node 5 soustime after nodes 3,4 and 5 have
raejactad the direct U-ssg from node 1 (because they coupared
their outdazed net best path channel-vaiua %0 the curcent
chapnel values in che U-asgs.).

i3 the U-asg thru ncde 2 works itself upstreas along tha

best path, it uwpdates each node's net best path chaanel
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value and causes each node to relay the update to all
neighbors except the sending node (n-2 relays for n-1 nodes)
causing a relay of {n-1) (n-2) U=-nsgs. ddding the original

n~1 U-usgs from node 1;
(n=1) (n=2) + (n—-1) = (o~1) (n=2¢1) = (n-1)%*2,

In this £first update cycle, (n—-1)%%2 (-msgs have gone out
and not a single node has changed its best path neighbor to
node 1. But this was still a significant step because each
node now knows the true distance along its best path to anode

1 as shown in Network C.

# Indicates net CV to Node 1

on Best Path ;

Some time later node 1 originates its next ﬁ-usg cycle.

This time (worst case) 1t is assumsed that the U-amsg thru
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node 2 works its way CCW to node 5 before nocde 5 receives
its U~msqg direct from ancde 1. This is nearly a repeat of
the previous cycle causing another (n~1)*#*2 {-msg to Dba
initiated, However when the U~asg direct from onode 1
finally arrives at nade 5, node 5 picks a new best path
(direct to node 1) and relays the U-msg to all neighhors
(except the sending node). dhen node & zreceives node 5's
U-msg, it selects this new best path, inforus all neighbors
and the process continues uwntil the network has now selected
the optimum routing scheme as shown in Network D.

This £inal series of U-msgs involving (n=1) (a-2)
transaissions brings the total U~nsgs generated over the two

update c¢ycles (originated by nede 1) to
2(n-1)s22 + (a=1) (n-2)

vhich is approximately
3((n=1)9%2) ==> 3 (n#*2).

Since there are n nodes in the getwork, each initiating
its own update during a single uetwork update cyclae, the

total {vorst case) auaber of U-msgs possible is 3 (n#el)

(over tvo networke-wide update cycles in this exaample).




APPEN D
SIMULATION RESOULTS
This appendix illustrates many of the results of the

simulation runs for the program in Appendix E. Por all

results in this annex, the only parameters vari;d uéﬁe the
Update period, window size and time limit/duration of the
simulation run. Data is divided into two major areas; basic
éroup test results (8G) and family/group test results (F/G).
Bech plot corresponds to the Update period size indicated to
its left. The plotted data is the average queue size for a
run derived from saapliang 10 links.(thosa having the highest
average queues over the first half of the simulation rua)
approximately 1000 times each during the second halt of the
simulation <run. Results for a given test duration ave
represented by a nuaber correspoading to the size listed
adjacent to the plot. The vertical azis is average queue

size. The horizontal azis Lis the Window/Update Period

ratio.
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